Evidently, if f 犺, then

$$
\begin{equation*}
\left(p^{2} ; h\right) \equiv 0\left(\bmod p^{2}\right) ; \tag{4.1}
\end{equation*}
$$

otherwise,
(4.2) $\quad\left(p^{2} ; h\right) / p \equiv(-1)^{h-1} p / h(\bmod p)$.

We have, of course,

$$
\begin{equation*}
\left(p^{2} ; 0\right)=1=\left(p^{2} ; p^{2}\right) . \tag{4.3}
\end{equation*}
$$

As an application of the lemma, we have, for example:
(i) when $1 \leq m \leq 4$,

$$
\begin{equation*}
S\left(p^{2}, m\right) \equiv \sum_{j \geq 0}\left(p^{2} ; m+5 j\right)\left(\bmod p^{2}\right) \tag{4.4}
\end{equation*}
$$

On the right of the sigma in (4.4), we need consider only those nonnegative values of $j$ for which

$$
m+5 j \leq p^{2} \text { and } m+5 j \equiv 0(\bmod p) ;
$$

(ii) when $m=0$, we have,
so that

$$
\begin{equation*}
S\left(p^{2}, 0\right)-1 \equiv \sum_{j \geq 1}\left(p^{2} ; 5 j\right)\left(\bmod p^{2}\right) \tag{4.5}
\end{equation*}
$$

$$
\begin{equation*}
\frac{S\left(p^{2}, 0\right)-1}{p} \equiv \sum_{j}(-1)^{j-1} / 5 j(\bmod p) \tag{4.6}
\end{equation*}
$$

where $1 \leq j<p / 5$. Thus

$$
\frac{F_{121}-1}{11} \equiv \frac{1}{5}-\frac{1}{10}+\frac{1}{4}-\frac{1}{9} \equiv 9-10+3-5 \equiv 8(\bmod 11) .
$$

Therefore,

$$
F_{121} \equiv 89(\bmod 121)
$$
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OPERATIONAL FORMULAS FOR UNUSUAL FIBONACCI SERIES
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Operational formulas can play a fascinating role in finding transformations and sums of series. For instance, by using the differential operator $D(=d / d x)$ we can transform

$$
\begin{equation*}
\sum_{k=0}^{\infty} x^{k}=\frac{1}{1-x}, \quad|x|<1 \tag{1}
\end{equation*}
$$

into

$$
\sum_{k=1}^{\infty} k x^{k-1}=\frac{1}{(1-x)^{2}}, \quad|x|<1
$$

The operator $\theta=x D$ is even more interesting. It has the basic property that $\theta^{p} x^{k}=k^{p} x^{k}$, so that (1) can be transformed into

$$
\begin{equation*}
\sum_{k=0}^{\infty} k^{p} x^{k}=\theta^{p}\left\{\frac{1}{1-x}\right\} \tag{2}
\end{equation*}
$$

and since it can also be shown (and is well known) that

$$
\begin{equation*}
\theta^{p} f(x)=\sum_{k=0}^{p} S(p, k) x^{k} D^{k} f(x) \tag{3}
\end{equation*}
$$

where $S(p, k)$ are Stirling numbers of the second kind, explicitly

$$
\begin{equation*}
k!S(p, k)=\Delta^{k} 0^{p}=\sum_{j=0}^{k}(-1)^{k-j}\binom{k}{j} j^{p}, \tag{4}
\end{equation*}
$$

then series (2) can be found in closed form for it is trivial to find the higher derivatives needed in (3). The result is a very old and well-known formula. In [7] is given an extension of (3) applied to generalized Hermite polynomials. There are numerous similar generalized expansions involving the $D$ operator. Here we propose to examine some rather unusual variations that are not too well known, and which have applications to Fibonacci numbers among other things.

We shall need several other well-known operational formulas whose proofs involve some calculus and/or mathematical induction, and we tabulate these below:

$$
\begin{align*}
& \theta=D_{z}, \text { where } x=e^{z},  \tag{5}\\
& \theta^{n}=D_{z}^{n},  \tag{6}\\
& x^{n} D_{x}^{n}=n!\binom{D_{z}}{n}, \tag{7}
\end{align*}
$$

where the binomial coefficient is defined as usual by $\binom{x}{n}=x(x-1) \ldots$ $(x-n+1) / n!$, with $\binom{x}{0}=1$.

$$
\begin{equation*}
e^{D}=1+\Delta=E, \tag{8}
\end{equation*}
$$

where

$$
\Delta f(x)=f(x+1)-f(x) \quad \text { and } \quad E f(x)=f(x+1)
$$

More generally

$$
\begin{equation*}
e^{t D_{x}}=f(x+t)=\underset{x, h}{E} f(x) \tag{9}
\end{equation*}
$$

The $q$-operator

$$
\begin{equation*}
f(q x)=Q f(x), \text { where } Q=q^{\theta} \tag{10}
\end{equation*}
$$

This was used, e.g., in [10], and is very convenient when working with basic hypergeometric series.

In the references at the end are several papers, viz. [1], [2], [4], [5], from the older literature where properties of a great number of familiar and unfamiliar operators were developed. The master calculator was almost certainly George Boole. The English literature for the period from about 1830 to 1890 is especially rich in papers on unusual operators.

In [1], Boole gave the pair of very remarkable operational expansions

$$
\begin{equation*}
f\left(x+\emptyset^{\prime}(D)\right) u(x)=e^{\phi(D)} f(x) e^{-\phi(D)} u(x) \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
f\left(D+\emptyset^{\prime}(x)\right) u(x)=e^{-\emptyset(x)} f(D) e^{\emptyset(x)} \mathcal{U}(x), \tag{12}
\end{equation*}
$$

which hold for arbitrary functions $f, \emptyset$, and $u$. The formulas are certainly true for polynomials, and in order to avoid matters of convergence of any series we shall explain that we interpret these as statements about formal power series. In that context there is no difficulty and we use formal power series definitions of all operators. Thus, if $L$ is a linear operator, we should like to define $e^{L}$ by

$$
\begin{equation*}
e^{L}=\sum_{k=0}^{\infty} \frac{1}{k!} L^{k} . \tag{13}
\end{equation*}
$$

Boole's formulas (11)-(12) have a bearing on expansions in [7]. They are representative of some of the most unusual operational formulas.

But stranger still, we shall consider the operator $L^{L}$, which we define as follows:

$$
\begin{align*}
L^{L} f(x) & =\{(L-1)+1\}^{L} f(x)=\sum_{n=0}^{\infty}\binom{L}{n}(L-1)^{n} f(x)  \tag{14}\\
& =\sum_{n=0}^{\infty} \sum_{j=0}^{n} C_{j}^{n} L^{j} \sum_{k=0}^{n}(-1)^{n-k}\binom{n}{k} L^{k} f(x) \\
& =\sum_{n=0}^{\infty} \sum_{j=0}^{n} \sum_{k=0}^{n}(-1)^{n-k}\binom{n}{k} C_{j}^{n} L^{j+k} f(x),
\end{align*}
$$

where $C_{j}^{n}$ are Stirling numbers of the first kind, i.e., coefficients in the expansion of a binomial coefficient:

$$
\begin{equation*}
\binom{x}{n}=\sum_{j=0}^{n} C_{j}^{n} x^{j} . \tag{15}
\end{equation*}
$$

In the familiar notation of Riordan, $n!C_{j}^{n}=s(n, j)$.
For a particular choice of $L$ we may be able to give a more compact definition. Thus, with $f=f(x)$,

$$
\begin{align*}
D^{D} f & =\{(D-1)+1\}^{D} f=\sum_{n=0}^{\infty}\binom{D}{n}(D-1)^{n} f  \tag{16}\\
& =\sum_{n=0}^{\infty} \frac{z^{n}}{n!} D_{z}^{n}\left(D_{x}-1\right)^{n} f, \text { by (7), with } z=e^{x}, \\
& =\sum_{n=0}^{\infty} \frac{z^{n}}{n!} \sum_{k=0}^{n}(-1)^{n-k}\binom{n}{k} D_{z}^{n} D_{x}^{k} f(x) .
\end{align*}
$$

For an example of this expansion, let $f(x)=e^{a x}$. Then

$$
D_{x}^{k} e^{a x}=a^{k} e^{a x}=a^{k} z^{a}
$$

whence

$$
\begin{aligned}
D^{D} e^{a x} & =\sum_{n=0}^{\infty} \frac{z^{n}}{n!} \sum_{k=0}^{n}(-1)^{n-k}\binom{n}{k} D_{z}^{n}\left(a^{k} z^{a}\right) \\
& =\sum_{n=0}^{\infty} \frac{z^{n}}{n!} \sum_{k=0}^{n}(-1)^{n-k}\binom{n}{k} a^{k}\binom{a}{n} n!z^{a-n} \\
& =z^{a} \sum_{n=0}^{\infty}\binom{a}{n} \sum_{k=0}^{n}(-1)^{n-k}\binom{n}{k} \alpha^{k}
\end{aligned}
$$

$$
=z^{a} \sum_{n=0}^{\infty}\binom{a}{n}(\alpha-1)^{n}=z^{a} \alpha^{a}=\alpha^{a} e^{a x}
$$

so that we have the attractive formula

$$
\begin{equation*}
D^{D} e^{a x}=\alpha^{a} e^{a x} \tag{17}
\end{equation*}
$$

It is instructive to compare this with $\theta^{p} x^{k}=k^{p} x^{k}$, and to recall a little terminology from vector analysis. A characteristic vector for a linear transformation $L$ is a non-zero vector $f$ such that $L f=c f$ for some scalar $c$. With each operator we like to find a natural function or characteristic function. For the operator $\theta$ it is $x^{k}$, for $D^{\prime \alpha}$ it is $e^{a x}$, etc.

Formula (17) allows us to write down symbolic sums for various peculiar series. Thus

$$
\begin{equation*}
\sum_{k=0}^{n-1} k^{k} e^{k x} t^{k}=\sum_{k=0}^{n-1} t^{k} D^{D} e^{k x}=D^{D} \sum_{k=0}^{n-1}\left(t e^{x}\right)^{k}=D^{D}\left\{\frac{t^{n} e^{n x}-1}{t e^{x}-1}\right\} . \tag{18}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\sum_{k=0}^{\infty} k^{k} t^{k}=\left.D^{D}\left\{\frac{1}{1-t e^{x}}\right\} \cdot\right|_{x=0} \tag{19}
\end{equation*}
$$

A11 that would be necessary to sum (19) would be to find a different method of attaching a meaning to the right-hand member.

For a Fibonacci-Lucas application, recall the general Lucas function

$$
L_{n}=L_{n}(a, b)=a^{n}+b^{n}
$$

Then

$$
\begin{equation*}
\sum_{k=0}^{n-1} k^{k} e^{k x} L_{p k}=D^{D}\left\{\frac{a^{p n} e^{n x}-1}{a^{p} e^{x}-1}+\frac{b^{p n} e^{n x}-1}{b^{p} e^{x}-1}\right\}, \tag{20}
\end{equation*}
$$

and for the generalized Fibonacci function

$$
F_{n}=F_{n}(a, b)=\left(a^{n}-b^{n}\right) /(a-b),
$$

then

$$
\begin{equation*}
(\alpha-b) \sum_{k=0}^{n-1} k^{k} e^{k x} F_{p k}=D^{D}\left\{\frac{a^{p n} e^{n x}-1}{a^{p} e^{x}-1}-\frac{b^{p n} e^{n x}-1}{b^{p} e^{x}-1}\right\} \tag{21}
\end{equation*}
$$

Following the methods outlined in [3], [6], [8], [9], or [11], we could set down complicated symbolic formulas for the general series

$$
\begin{equation*}
\sum_{k=0}^{n-1} k^{k} e^{k x} u^{k} F_{p k}^{r} L_{q k}^{s} \tag{22}
\end{equation*}
$$

but we shall not take the space to exhibit the result.
For another application, let us rewrite (17) as $\alpha^{\alpha}=e^{-x} D^{D} e^{a x}$, so that we have an obvious application in the two forms

$$
\begin{equation*}
L_{n}^{L_{n}}=e^{-x} D^{D} e^{L_{n} x}, \quad F_{n}^{F_{n}}=e^{-x} D^{D} e^{F_{n} x} \tag{23}
\end{equation*}
$$

which allow us to introduce Fibonacci powers of Fibonacci (and Lucas powers of Lucas) numbers into known series. In particular,

$$
\begin{equation*}
\sum_{n=0}^{\infty} t^{n} L_{n}^{L_{n}}=e^{-x} D^{D} \sum_{n=0}^{\infty} t^{n} e^{L_{n} x}, \tag{24}
\end{equation*}
$$

and a similar formula with $F$ in place of $L$.
In principle then we could sum such series if we could sum the series

$$
\begin{equation*}
S(t, u)=\sum_{n=0}^{\infty} t^{n} u^{L_{n}}, \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
T(t, u)=\sum_{n=0}^{\infty} t^{n} u^{F_{n}} . \tag{26}
\end{equation*}
$$

These are offered as research projects; the author would be interested in hearing of any success by others. $\left.D_{u} S\right|_{u=1}$ and $\left.D_{u} T\right|_{u=1}$ are known.

The operator $\theta^{\theta}$ may be considered finally. We find

$$
\begin{aligned}
\theta^{\theta} f & =\{(\theta-1)+1\}^{\theta} f=\sum_{n=0}^{\infty}\binom{\theta}{n}(\theta-1)^{n} f \\
& =\sum_{n=0}^{\infty} \frac{x^{n}}{n!} D_{x}^{n}(\theta-1)^{n} f, \text { by (7), } \\
& =\sum_{n=0}^{\infty} \frac{x^{n}}{n!} D_{x}^{n} \sum_{k=0}^{n}(-1)^{n-k}\binom{n}{k} \theta^{k} f,
\end{aligned}
$$

so we have

$$
\begin{equation*}
\theta^{\theta} f(x)=\sum_{n=0}^{\infty} \frac{x^{n}}{n!} D_{x}^{n} \sum_{k=0}^{n}(-1)^{n-k}\binom{n}{k} \theta^{k} f(x) \tag{27}
\end{equation*}
$$

Let $f(x)=x^{p}$, then

$$
\begin{aligned}
\theta^{\theta} x^{p} & =\sum_{n=0}^{\infty} \frac{x^{n}}{n!} D^{n} \sum_{k=0}^{n}(-1)^{n-k}\binom{n}{k} p^{k} x^{p}=\sum_{n=0}^{\infty} \frac{x^{n}}{n!}(p-1)^{n}\binom{p}{n} n!x^{p-n} \\
& =x^{p} \sum_{n=0}^{\infty}\binom{p}{n}(p-1)^{n}=p^{p} x^{p},
\end{aligned}
$$

or therefore, another formula analogous to (17),

$$
\begin{equation*}
\theta^{\theta} x^{p}=p^{p} x^{p} . \tag{28}
\end{equation*}
$$

As an application we can get a different version of formula (19) as

$$
\begin{equation*}
\sum_{k=0}^{\infty} k^{k} x^{k}=\theta^{\theta} \sum_{k=0}^{\infty} x^{k}=\theta^{\theta}\left\{\frac{1}{1-x}\right\} . \tag{29}
\end{equation*}
$$

We wish to remark that even stranger formulas have been published. Cayley [4], [5] expressed the Lagrange series inversion formula in the most curious operational form
(30) $\quad F(x)=\left(D_{u}\right)^{h D_{h}-1}\left\{F^{\prime}(u) e^{h f(u)}\right\}$,
where $x=u+h f(x)$ and $F(x)$ is an arbitrary function. By differentiation, he expressed the second form of this expansion as
(31) $\quad \frac{F(x)}{1-h f^{\prime}(x)}=\left(D_{u}\right)^{h D_{h}}\left\{F(u) e^{h f(u)}\right\}$.

Cayley says these are well known, and goes on to write similar formulas for functions of several variables.

Bronwin [2] writes

$$
\begin{equation*}
f(a+x)=D_{a}^{\theta}\left\{f(a) e^{x}\right\} \tag{32}
\end{equation*}
$$

as a symbolic form of Taylor's expansion. This is, of course, a special case of the Lagrange expansion.

In conclusion, we wish to emphasize that the formulas presented here are offered more for further research than as final answers to any of the questions
raised. It certainly is possible to introduce unusual terms into generating functions by the use of unusual operators.

## REFERENCES

1. George Boole, "On the Theory of Developments, I," Combridge Math. Journat, Vo1. 4 (1845), pp. 214-223.
2. Brice Bronwin, "On Certain Symbolical Representations of Functions," Combridge and Dublin Math. Journal, N.S., 2(6) (1847), 134-140.
3. L. Carlitz, 'Generating Functions for Powers of Certain Sequences of Numbers," Duke Math. Journal, Vol. 29 (1962), pp. 521-537.
4. Arthur Cayley, "On Lagrange's Theorem," Cambridge Math. Journal, Vo1. 3 (1843), pp. 283-286.
5. Arthur Cayley, 'On Lagrange's Theorem," Cambridge and Dublin Math. Journal, N.S., 6(10) (1851), 37-45.
6. H. W. Gould, "Generating Functions for Products of Powers of Fibonacci Numbers," The Fibonacci Quarterly, Vo1. 1, No. 2 (1963), pp. 1-16.
7. H. W. Gould \& A. T. Hopper, "Operational Formulas Connected with Two Generalizations of Hermite Polynomials," Duke Math. Journal, Vo1. 29 (1962), pp. 51-63.
8. I. I. Kolodner, "On a Generating Function Associated with Generalized Fibonacci Sequences," The Fibonacci Quarterly, Vol. 3, No. 4 (1965), pp. 272-278.
9. John Riordan, "Generating Functions for Powers of Fibonacci Numbers," Duke Math. Journal, Vo1. 29 (1962), pp. 5-12.
10. L. J. Slater \& A. Lakin, 'Two Proofs of the ${ }_{6} \Psi_{6}$ Summation Theorem," Proc. Edinburgh Math. Soc., (2) 9 (1956), 116-121.
11. David Zeit1in, 'Generating Functions for Products of Recursive Sequences," Trans. Amer. Math. Soc., Vol. 116 (1965), pp. 300-315.
(continued from page 497)
12. L. Carlitz, "Generating Functions," The Fibonacci Quarterly, Vol. 7, No. 4 (1969), pp. 359-393.
13. L. Carlitz, "Note on Convolved Power Sums," SIAM J. Math. Anal., Vol. 8 (1977), pp. 701-709.
14. J. W. L. Glaisher, "On a Class of Relations Connecting Any Consecutive Bernoullian Functions," Quart. J. Pure and Appl. Math., Vol. 42 (1911), pp. 86-157.
15. J. W. L. Glaisher, "On $1^{n}(x-1)^{m}+2^{n}(x-2)^{m}+\cdots+(x-1)^{n} 1^{m}$ and Other Similar Series," Quart. J. Pure and Appl. Math., Vol. 43 (1912), pp. 101122.
16. H. W. Gould, "Noch einmal die Stirlingschen Zah1en," Jber. Deutsch. Math.Verein., Vol. 73 (1971), pp. 149-152.
17. H. W. Gould, "Explicit Formulas for Bernoulli Numbers," American Math. Monthly, Vo1. 79 (1972), pp. 44-51.
18. H. W. Gould, Combinatorial Identities (rev. ed.; Morgantown, W. Va.: By the author, 1972).
19. C. P. Neuman \& D. I. Schonbach, "Evaluation of Sums of Convolved Powers Using Bernoulli Numbers," SIAM Review, Vol. 19 (1977), pp. 90-99.
20. John Riordan, An Introduction to Combinatorial Analysis (New York: John Wiley \& Sons, 1958).
