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The recently introduced CP*–construction unites quantum channels and classical systems, subsum-
ing the earlier CPM–construction in categorical quantum mechanics. We compare this construction
to two earlier attempts at solving this problem: freely adding biproducts to CPM, and freely split-
ting idempotents in CPM. The CP*–construction embeds the former, and embeds into the latter, but
neither embedding is an equivalence in general.

1 Introduction

Two of the authors recently introduced the so-calledCP*–construction, turning a categoryV of ab-
stract state spaces into a category CP∗[V] of abstract C*-algebras and completely positive maps [4]. It
accommodates both quantum channels and classical systems in a single category. Moreover, it allows
nonstandard models connecting to the well-studied theory of groupoids. In particular, it subsumes the
earlier CPM–construction, which gives the subcategory CPM[V] of the CP*–construction of abstract
matrix algebras [8], and adds classical information to it.

There have been earlier attempts at uniting quantum channels and classical systems [8, 9]. This
paper compares the CP*–construction to two of them: freely adding biproducts to CPM[V], and freely
splitting the dagger idempotents of CPM[V]. These new categories are referred to as CPM[V]⊕ and
Split[CPM[V]], respectively. We will prove that the CP*–construction lies in between these two: there
are full and faithful functors

CPM[V]⊕ → CP∗[V]→ Split[CPM[V]].

When V is the category of finite-dimensional Hilbert spaces, both outer categories provide “enough
space” to reason about classical and quantum data, because any finite-dimensional C*-algebra is a direct
sum of matrix algebras (as in CPM[FHilb ]⊕), and a certain orthogonal subspace of a larger matrix algebra
(as in Split[CPM[FHilb ]]). However, a priori it is unclear whether the second construction captures too
much: it may contain many more objects than simply mixtures of classical and quantum state spaces,
although none have been discovered so far [9, Remark 4.9]. Onthe other hand, forV 6= FHilb , the first
construction may not capture enough: there may be interesting objects that are not just sums of quantum
systems. For this reason, it is interesting to study CP∗[V], because the nonstandard models suggest it
captures precisely the right amount of interesting objects.

To be a bit more precise, we will prove that ifV has biproducts, then CP∗[V] inherits them. The
universal property of the free biproduct completion then guarantees the first embedding above. We will
show that this embedding is not an equivalence in general.

For the second embedding, we construct the associated dagger idempotent of an object in CP∗[V],
and prove that the notions of complete positivity in CP∗[V] and Split[CPM[V]] coincide, giving rise to
a full and faithful functor. Finally, we will show that this embedding is not an equivalence in general
either.
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The CPM and CP*–constructions

To end this introduction, we very briefly recall the CPM and CP*–constructions. For more information,
we refer to [4]. LetV be a dagger compact category (see [1, 8]). A morphismf : A∗⊗A → B∗⊗B is
calledcompletely positivewhen it is of the form

=f g∗ g

for some objectC and some morphismg: A→C⊗B. The category CPM[V] has the same objects and
composition asV, but a morphismA→B in CPM[V] is a completely positive morphismA∗⊗A→B∗⊗B
in V. The two main theorems about CPM[V] are the following [8]. First, CPM[V] is again a dagger
compact category with monoidal structure inherited fromV. Second, CPM[FHilb ] is the category whose
objects are finite-dimensional Hilbert spaces and whose morphisms completely positive maps as usually
defined in quantum information theory.

A dagger Frobenius algebrais an objectA together with morphisms : A⊗A→ A and : I → A
satisfying:

=== = =

Any dagger Frobenius algebra defines a cap and a cup satisfying the snake identities.

:= := = =

A mapz: A→ A is central for when:

z =

z

z=

A mapg: A→ A is positiveif g= h† ◦h for someh. A dagger Frobenius algebra(A, , ) is normal-

isableif it comes with a central, positive isomorphismwith:

=

A normalisable dagger Frobenius algebra isnormalwhen = 1A.
Remark 1.1. It will often be more convenient to use theaction andcoactionmaps associated with a
Frobenius algebra, defined as follows:

:= :=

Using these maps, we can prove alternative forms of the Frobenius and normalisability equations (see
Lemmas 2.9 and 2.10 of [4]). These are:

= and = (1)
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Finally, the category CP∗[V] is defined as follows. Objects are normalisable dagger Frobenius
algebras inV. Morphisms(A, , , ) → (B, , , ) are morphismsf : A → B in V such that

◦ f ◦ is completely positive, i.e., such that

=f g∗ g (2)

for some objectX and morphismg: A→X⊗B in V. This category inherits the dagger compact structure
from V [4, Theorem 3.4]. We write CP∗n[V] for the full subcategory whose objects are normal dagger
Frobenius algebras inV. Recall that CPM[V] has the same objects asV, and morphismsA → B are
completely positive mapsA∗⊗A→ B∗⊗B [8, Definition 4.18].

Lemma 1.2. Any normalisable dagger Frobenius algebra inV is isomorphic inCP∗[V] to a normal one.

Proof. For an object(A, , , ) of CP∗[V], define = ◦ and = −1◦ . It follows from cen-

trality and self-adjointness of that(A, , ) is a dagger Frobenius algebra inV. Moreover = ,

and so(A, , ) is normal. Finally, 1A is a well-defined morphism from(A, , , ) to (A, , ,1A)

in CP∗[V]: if = †◦ , then

= == =

where the second equality follows from (1). The morphism 1A is a unitary isomorphism.

Remark 1.3. The previous lemma shows that CP∗[V] and CP∗n[V] are dagger equivalent. Therefore,
all properties that we can prove in one automatically transfer to the other, as long as the properties in
question are invariant under dagger equivalence. All results in this paper are of this kind, and hence we
lose no generality by assuming that all normalisable daggerFrobenius algebras have been normalised.

2 Splitting idempotents

This section exhibits a canonical full and faithful functorfrom CP∗[V] into Split†[CPM[V]]. This func-
tor is not an equivalence forV = Rel. It is not known whether it is an equivalence forV = FHilb .
However, we characterise its image, showing that the image is equivalent to the full subcategory of
Split†[CPM[FHilb ]] consisting of unital dagger idempotents.

Definition 2.1. Let I be a class of pairs(X, p), whereX is an object ofV, andp: X → X is a morphism
in V satisfyingp† = p= p◦ p, called adagger idempotentor projection. The category SplitI [V] hasI
as objects. Morphisms(X, p)→ (Y,q) in SplitI [V] are morphismsf : X →Y in V satisfying f = q◦ f ◦p.

If I is closed under tensor, then SplitI [V] is dagger compact [9, Proposition 3.16]. WhenI is the
class of all dagger idempotents inV, we also write Split†[V] instead of SplitI [V].

Lemma 2.2. Let V be any dagger compact category. Then there is a canonical functor F : CP∗[V] →
Split†[CPM[V]] acting as F(A, , , ) = (A, ◦ ◦ ◦ ) on objects, and as F( f ) = ◦ ◦ f ◦
◦ on morphisms. It is full, faithful, and strongly dagger symmetric monoidal.
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Proof. First, note thatp= F(A, , , ) is a well-defined object of Split†[CPM[V]]: clearly p= ◦
◦ ◦ = p†; also, it follows from (1) thatp◦ p = p and thatp is completely positive. Also,F( f )

is a well-defined morphism in CPM[V] by (2). By (1), F( f ) is in fact a well-defined morphism in
Split†[CPM[V]]. Next,F is faithful becausef = ◦ ◦F( f )◦ ◦ . To show thatF is full, note that
an arbitrary morphismh: A∗⊗A→ B∗⊗B in V is a well-defined morphism in CP∗[V] if and only if it is
a well-defined morphism in Split†[CPM[V]]:

= fh ⇐⇒ = hh

Both CP∗[V] and Split†[CPM[V]] inherit composition, identities, and daggers fromV, soF is a full and
faithful functor preserving daggers. Similarly, the symmetric monoidal structure in both CP∗[V] and
Split†[CPM[V]] is defined in terms of that ofV, makingF strongly symmetric monoidal.

It stands to reason thatF might become an equivalence by restricting the classI . For example,
the following lemma shows that we should at least restrict tosplitting unital projections. A completely
positive mapf : A∗⊗A→ B∗⊗B is unital when:

=f

Lemma 2.3. The functor F from Lemma 2.2 lands inSplitI [CPM[V]], whereI consists of the unital
dagger idempotents.

Proof. Let (A, , , ) be an object of CP∗[V]. ThenF(A) is unital because:

= = =

From now on, we will fixI to be the class of unital dagger idempotents.

Hilbert spaces

WhenV =FHilb , the objects of CP∗[FHilb ] are precisely (concrete) C*-algebras, and the morphisms are
completely positive maps in the usual sense of C*-algebras;see [4]. The unital completely positive maps
p∈ I are precisely the physically realisable projections. We will prove thatF is then an equivalence,
by employing a classic theorem by Choi and Effros. It is well-known that the imagef (A) of a *-
homomorphismf : A→ B is a C*-subalgebra ofB. The Choi-Effros theorem shows that the imagep(A)
of a completely positive unital projectionp: A→ A is a C*-algebra in its own right. In general, it need
no longer be a C*-subalgebra; it can have a different multiplication. The following proposition and its
proof make precise what we need. WriteMn(A) for the C*-algebra ofn-by-n matrices with entries inA,
and simplyMn for Mn(C). The assignmentA 7→Mn(A) is functorial on the category of C*-algebras and
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*-homomorphisms. The category CPM[FHilb ] can be identified with the full subcategory of CP∗[FHilb ]
consisting of the matrix algebrasMn.
Proposition 2.4. There is a functor G: SplitI [CPM[FHilb ]]→CP∗[FHilb ] that sends an object(Mm, p)
to its range p(Mm), and a morphism f: (Mm, p)→ (Mn,q) to its underlying function f: Mm →Mn.

Proof. Becausep is unital, it is certainly contractive, because it has operator norm ‖p‖ = ‖p(1)‖ =
‖1‖= 1. Therefore, a classic theorem by Choi and Effros applies, showing thatp(Mm) is a well-defined
C*-algebra under the product(a,b) 7→ p(ab) [3, Theorem 3.1] (see also [10, Section 2.2]). HenceG
is well-defined on objects. Because dagger idempotents dagger split in FHilb , this can be denoted
graphically as

G(Mm
p→Mm) = (p(Mm), , ),

where : (Cm)∗⊗C
m→ p(Mm) is (a dagger splitting of)p with inclusion : p(Mm)→ (Cm)∗⊗C

m,

and is the unique normaliser. That is, we have 1p(Mm) = p= ◦ : p(Mm)→ p(Mm).
Choi and Effros [3, Theorem 3.1] also study how positivity inp(Mm) andMm is related. Specifi-

cally, they prove thatMk(p(Mm))
+ =Mk(Mm)

+∩Mk(p(Mm)), whereA+ denotes the positive cone of
a C*-algebraA. To see thatG is well-defined on morphisms, letf : (Mm, p) → (Mn,q) be a morphism
in SplitI [CPM[FHilb ]]. ThenG( f ) is a well-defined completely positive mapp(Mm) → q(Mn) pre-
cisely whenx∈Mk(p(Mm))

+ impliesMk f (x) ∈Mk(q(Mn))
+ for all k. But this is indeed true because

f : Mm →Mn is a completely positive map satisfyingf = q◦ f ◦ p. Finally, G is clearly functorial.

Theorem 2.5. The functors F and G implement an equivalence between the categoriesCP∗[FHilb ] and
SplitI [CPM[FHilb ]].

Proof. Let p: Mm → Mm be a completely positive unital projection. We will show that F(G(p)) ∼= p.
This will establish thatF is essentially surjective on objects. Since it is also full and faithful, it follows
thatF is an equivalence. Using the graphical notation from the proof of Proposition 2.4, define

g= : p(Mm)
∗⊗ p(Mm)→Mm,

f = : Mm → p(Mm)
∗⊗ p(Mm).

Then f is in Kraus form, and hence completely positive, by construction. Similarly,g is the composition
of p= ◦ , which is completely positive by assumption, and another map that is completely positive
by construction. Hencef andg are well-defined morphisms in CPM[FHilb ]. Moreover, by (1),g◦ f =

◦ = p: Mm →Mm. Also,

f ◦g= = = F(G(p)).
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Thereforef ◦g= F(G(p)) : p(Mm)
∗⊗ p(Mm)→ p(Mm)

∗⊗ p(Mm). It follows that f = F(G(p))◦ f ◦ p
andg= p◦g◦F(G(p)), making f andg into well-defined morphisms of SplitI [CPM[FHilb ]]. In fact,
this shows thatf andg implement an isomorphism in that category, establishingF(G(p))∼= p.

It now follows that ifA∈ CP∗[FHilb ], thenF(G(F(A))) ∼= F(A), and becauseF is full and faithful,
henceG(F(A))∼= A. It is easy to see that this isomorphism, as well asF(G(p)) ∼= p, is natural. ThusF
andG form an equivalence.

Remark 2.6. To motivate the need to restrict to the class of unital projections I , let us show that
not every object in Split†[CPM[FHilb ]] is unital. We give a counterexample of a completely positive
projection that is not even contractive.1 TakeA=Mn, and leta∈ A satisfya≥ 0, ‖a‖ > 1, and Tr(a) =
Tr(a2). For example, we could pickn= 2 and

a=

(

1
2 +

1
2

√
2 0

0 1
2

)

.

We will definep as the orthogonal projection onto the one-dimensional subspace spanned by a suitable
density matrixρ . Precisely, defineρ ∈ A, f : A→ C, andp: A→ A by

ρ =
a

Tr(a)
, f (x) = Tr(ρx), p(x) = f (x)a.

Thenρ ≥ 0 and Tr(ρ) = 1, soρ is a density matrix. The adjoint ofp with respect to the trace inner
product〈x|y〉 = Tr(x†y) is p†(x) = ρ Tr(ax):

Tr(p(x)y) = Tr(ρx)Tr(ay) = Tr(xp†(y)).

Hencep is self-adjoint:

p†(x) = ρ Tr(ax) =
Tr(ax)a
Tr(a)

= Tr(ρx)a= p(x).

It is also idempotent, becausef (a) = Tr(ρa) = Tr(a2)
Tr(a) = 1:

p2(x) = p(Tr(ρx)a) = Tr(ρx)p(a) = Tr(ρx)Tr(ρa)a= Tr(ρx)a= p(x).

Thus p is a well-defined object of Split†[CPM[FHilb ]]. But by the Russo-Dye theorem [10, Theo-
rem 1.3.3], the operator norm ofp is

‖p‖= ‖p(1)‖ = ‖Tr(ρ)a‖= ‖a‖ > 1.

Hencep is not contractive, and in particular, not unital. We leave open the question whether every object
of Split†[CPM[FHilb ]] is isomorphic to a unital one.

1We thank Erling Størmer for discussions on this subject.
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Sets and relations

Now considerV = Rel, the category of sets and relations. We will show that in thiscase, the canonical
functor F is not an equivalence, even when restricting to the class of unital projectionsI , and in fact
that there can be no dagger equivalence at all.

Recall from [4] that the category CP∗[Rel] has small groupoidsG as objects; morphismsG → H are
relationsR: Mor(G)→ Mor(H) satisfying

if gRh, theng−1Rh−1 and 1dom(g)R1dom(h). (3)

Notice that CP∗[Rel] = CP∗n[Rel] because the only positive isomorphisms inRel are identities.
We say that two dagger categoriesC andD aredagger equivalentwhen there exist dagger functors

F : C → D andG: D → C and natural unitary isomorphismsG◦F ∼= 1C andF ◦G∼= 1D.

Lemma 2.7. If all dagger idempotents dagger split in a dagger categoryC, then they do so in any dagger
equivalent categoryD.

Proof. Let p: X → X be a dagger idempotent inD. ThenG(p) is a dagger idempotent inC, and hence
dagger splits; sayf : G(X)→Y satisfiesG(p) = f †◦ f and f ◦ f † = 1Y. Letu be the unitary isomorphism
X → F(G(X)), and setg= F( f )◦u: X → F(Y). Thenp= g† ◦g andg◦g† = F(1Y) = 1F(Y).

Theorem 2.8. The categoriesCP∗[Rel] andSplit†[CPM[Rel]] cannot be dagger equivalent.

Proof. By the previous lemma it suffices to exhibit a dagger idempotent in CP∗[Rel] that does not dagger
split. LetG be the connected groupoid with 3 objects and 9 morphisms:

G =

a

1a

--

f

$$❏
❏❏

❏❏
❏❏

❏❏
❏❏

h // c

1c

qq
h−1

oo

g−1
zzttt

tt
tt
tt
tt

b

1b

YY
f−1

dd❏❏❏❏❏❏❏❏❏❏❏

g

::ttttttttttt

Write G for the set of morphisms ofG, and defineR= {(x,x) | x ∈ G\ {h,h−1}} ⊆ G×G. ThenR
satisfies (3), and hence is a well-defined morphism in CP∗[Rel]. Moreover, it is a dagger idempotent.
Suppose thatRdagger splits via someS⊆ G×H; concretely, this meansH is the morphism set of some
groupoidH, andSsatisfies equation (3),R= S†◦S, andS◦S† = 1H . It follows from R= S†◦S thatx is
related bySto some element ofH if and only if x is neitherh norh−1. It also follows fromS†◦S=R⊆ 1G

thatxSyandx′Syimply x= x′. HenceS† is single-valued. Furthermore, it follows fromS◦S† = 1H that
any y ∈ H relates to somex ∈ G by S†, and thatxSyandxSy′ imply y = y′. ThusS is (the graph of)
a bijection{1a,1b,1c, f , f−1,g,g−1} → H, andS† is (the graph of) its inverse. HenceH must have 7
morphisms.

If S( f ) were an endomorphism, thenS(1a) = 1dom( f ) = S(1b) by (3), contradicting injectivity ofS.

Similarly, S(g) cannot be an endomorphism. So we may assume that dom(S(1a))
S( f )→ dom(S(1b))

S(g)→
dom(S(1c)) with S(1a) 6=S(1b). But becauseH is a groupoid, there must exist a morphism dom(S(1a))→
dom(S(1b)), which contradicts the fact thatH can only have 7 morphisms.

Corollary 2.9. The functor F: CP∗[Rel]→ Split†[CPM[Rel]] is not an equivalence.
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Proof. SupposeG: Split†[CPM[Rel]]→ CP∗[Rel] andF form an equivalence with natural isomorphism
ηX : F(G(X)) → X. Let g: X → Y ∈ Split†[CPM[Rel]]. Because every isomorphism inRel is unitary,
andF preserves daggers,

F(G(g†)) = η†
X ◦g† ◦ηY = (η†

Y ◦g◦ηX)
† = F(G(g))† = F(G(g)†).

SinceF is faithful, G must also preserve daggers. SoF andG in fact form a dagger equivalence. But
that contradicts the previous theorem.

To show thatF is not an equivalence even when we restrict to splitting justunital projectionsI , we
need to analyse the isomorphisms in Split†[CPM[Rel]] further. This is what the rest of this section does.

Lemma 2.10. Dagger idempotents inRel are precisely partial equivalence relations.

Proof. ClearlyR† = R if and only if R is symmetric. Also,R2 ⊆ R if and only if R is transitive. We will
prove that ifR is symmetric, then alsoR⊆ R2. SupposexRz. Then alsozRx, and soxRx. HencexRyRz
for y= x.

It follows that the category Split†[Rel] has pairs(X,∼) as objects, whereX is a set, and∼ is a partial
equivalence relation onX; morphisms(X,∼)→ (Y,≈) are relationsR: X →Y satisfyingR=≈◦R◦∼.
For a partial equivalence relation∼ on X, we write D(∼) = {x∈ X | x∼ x}.

Lemma 2.11. Dagger idempotents inRel dagger split.

Proof. Let ∼ be a partial equivalence relation onX. Define a splitting relationR: D(∼)/∼ → X by
R= {([x]∼,x) | x∈ D(∼)}. Then

R†◦R= {([x]∼, [z]∼) | x,z∈ D(∼),∃y∈ X : x∼ y∼ z}
= {([x]∼, [z]∼) | x,z∈ D(∼),x∼ z}
= {([x]∼, [x]∼) | x∈ D(∼)}
= 1D(∼)/∼,

andR◦R† = {(x,z) | x,z∈ X,∃y∈ D(∼)/∼ : x∼ y∼ z}=∼.

Recall that the category CPM[Rel] has setsX as objects; morphismsX →Y are relationsR: X×X →
Y×Y satisfying

(x,x′)R(y,y′) =⇒ (x′,x)R(y′,y)∧ (x,x)R(y,y). (4)

Hence the category Split†[CPM[Rel]] has pairs(X,∼) as objects, whereX is a set, and∼ is a partial
equivalence relation onX×X satisfying

(x,x′)∼ (y,y′) =⇒ (x′,x)∼ (y′,y)∧ (x,x) ∼ (y,y); (5)

morphisms(X,∼)→ (Y,≈) are relationsR: X×X →Y×Y satisfying (4) andR=≈◦R◦∼.
In this description,F(G) = (Mor(G),∼), where(a,b)∼ (c,d) if and only if a−1b= c−1d (and both

compositions are well-defined).
When speaking about a partial equivalence relation∼ on X ×X, we will abbreviate[(x,x′)]∼ to

[x,x′]∼.
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Lemma 2.12. Objects(X,∼) and (Y,≈) are isomorphic inSplit†[Rel] if and only if D(∼)/∼ and
D(≈)/≈ are isomorphic inRel (and hence inSet). Furthermore, partial equivalence relations∼ : A×
A→ A×A and≈ : B×B→ B×B are isomorphic objects ofSplit†[CPM[Rel]] if and only if there is a
bijectionα : D(∼)/∼→ D(≈)/≈ satisfying

α([a,a′]∼) = [b,b′]≈ =⇒ α([a′,a]∼) = [b′,b]∼∧α([a,a]∼) = [b,b]≈. (6)

Proof. Suppose(X,∼) and(Y,≈) are isomorphic in Split†[Rel]. Say relationsR: X →Y andS: Y → X
satisfyS◦R=∼ andR◦S=≈. Define relationsU : D(∼)/∼→D(≈)/≈ andV : D(≈)/≈→D(∼)/∼
by U = {([x]∼, [y]≈) | (x,y) ∈ R} andV = {([y]≈, [x]∼) | (y,x) ∈ S}. Then

V ◦U = {([x]∼, [x]∼) | (x,x′) ∈ S◦R}= {([x]∼, [x]∼) | x∈ D(∼)}= 1D(∼)/∼,

and similarlyU ◦V = 1D(≈)/≈. Hence D(∼)/∼ and D(≈)/≈ are isomorphic inRel.
Conversely, assume that D(∼)/∼ and D(≈)/≈ are isomorphic inRel. SayU : D(∼)/∼→D(≈)/≈

andV : D(≈)/≈→ D(∼)/∼ satisfyU ◦V = 1D(≈)/≈ andV ◦U = 1D(∼)/∼. Define relationsR: X →Y
andS: Y → X by R= {(x,y) | [x]∼U [y]≈} andS= {(y,x) | [y]≈V[x]∼}. Then

≈◦R◦∼= {(x,y) | ∃x′,y′ : x∼ x′,y≈ y′, [x′]∼U [y′]≈}= R,

and similarlyS is a well-defined morphism of Split†[Rel]. Also

S◦R= {(x,x′) | ∃y: [x]∼U [y]≈V[x′]∼}= {(x,x′) | ([x]∼, [x′]∼) ∈ 1D(∼)/∼}=∼,

and similarlyR◦S=≈. So(X,∼) and(Y,≈) are isomorphic in Split†[Rel].
In caseX = A×A andY = B×B, notice thatR andSsatisfy (4) if and only if the bijectionα =U

and its inverseα−1 =V satisfy (6). Finally,α−1 satisfies (6) precisely whenα does.

Lemma 2.13. If G is a small groupoid and F(G) = (Mor(G),∼), thenD(∼)/∼ is in bijection with
Mor(G). Furthermore, an object(X,∼) of Split†[CPM[Rel]] is isomorphic to F(G) for a small groupoid
G if and only if there is a bijectionβ : Mor(G)→ D(∼)/∼ satisfying

β (g) = [x,x′]∼ =⇒ β (g−1) = [x′,x]∼∧β (1dom(g)) = [x,x]∼ (7)

for all g ∈ Mor(G).

Proof. Define functionsγ : D(∼)/∼→ Mor(G) andβ : Mor(G)→ D(∼)/∼ by γ([g, f ]∼) = g−1 f and
β (h) = [1cod(h),h]∼. Then

β ◦ γ([g, f ]∼) = γ(g−1 f ) = [1dom(g),g
−1 f ]∼ = [g, f ]∼

andγ ◦β (h) = h. The second statement now follows from Lemma 2.12.

Theorem 2.14.The functor F: CP∗[Rel]→ SplitI [CPM[Rel]] is not an equivalence.

Proof. In the setting of the second statement of Lemma 2.13, the identities ofG must be the morphisms
β−1([x,x]∼) for x∈ X. Therefore we may restrict to groupoids with Ob(G) = {[x,x]∼ | x∈ X}. Further-
more, it then follows from (7) thatβ−1[x,x′]∼ is a morphism[x,x]∼ → [x′,x′]∼. The same counterexample



80 Completely positive projections and biproducts

as in the proof of Theorem 2.8 now shows thatF is not an equivalence. TakeX = {0,1,2}, and let∼ be
specified by

(0,0)∼ (0,0), (1,1) ∼ (1,1), (2,2) ∼ (2,2),

(0,1)∼ (0,1), (1,0) ∼ (1,0),

(1,2)∼ (1,2), (2,1) ∼ (2,1);

no other pairs satisfy(x,x′)∼ (y,y′). In particular,(0,2) 6∼ (0,2). Then∼ is a partial equivalence relation
that satisfies (5), and so(X,∼) is a well-defined object in Split†[CPM[Rel]]. Now suppose that(X,∼)
is isomorphic toF(G). As discussed above, we may assume thatG has three objects 0,1,2 and seven
morphisms, with types as follows.

[0,0]∼

β−1[0,0]∼

�� β−1[0,1]∼ // [1,1]∼

β−1[1,1]∼

��

β−1[1,0]∼
oo

β−1[1,2]∼ // [2,2]∼

β−1[2,2]∼

��

β−1[2,1]∼
oo

But this can never be made into a groupoid: there are arrows[0,0]∼ → [1,1]∼ and[1,1]∼ → [2,2]∼, but
no morphisms[0,0]∼ → [2,2]∼, so no composition can be defined. We conclude that the essential image
of F is not all of Split†[CPM[Rel]].

In fact, (X,∼) is an object of SplitI [CPM[Rel]], i.e. it is unital (and therefore trace-preserving)
precisely when(x,x) ∈ D(∼) for all x∈ X. Since the above counterexample satisfies this, the restriction
F : CP∗[Rel]→ SplitI [CPM[Rel]] is not an equivalence.

3 Biproducts

This section shows that ifV has biproducts, then so does CP∗[V], and there is a full and faithful functor
CPM[V]⊕ → CP∗[V]. Furthermore, this functor is an equivalence forV = Hilb , but not forV = Rel.

Early in the development of categorical quantum mechanics,classical information was modelled by
biproducts. Since categories of completely positive maps need not inherit biproducts from their base
category, biproducts had to be explicitly added to CPM[V]. Later on, Frobenius algebras were proposed
as an alternative to biproducts. We now come full circle by proving a satisfying relationship between
Frobenius algebras, completely positive maps, and biproducts. This requires quite some detailed (matrix)
calculations. We first summarise the basic interaction of biproducts and dual objects.

Recall that azero objectis a terminal initial object. A zero object induces uniquezero mapsfrom
any object to any other object that factor through the zero object. A biproductof objectsA andB consists

of an objectA⊕B together with morphismsA
iA //A⊕B

pB
//

pA
oo B

iBoo , such thatA⊕B is simultaneously a

product ofA andB with projectionspA and pB and a coproduct ofA andB with injections iA and iB,
satisfyingpA◦ iA = 1A, pB◦ iB = 1B, pA◦ iB = 0, andpB◦ iA = 0. A category hasdagger biproductswhen
it has a zero object and biproducts of any pair of objects suchthat pA = i†A andpB = i†B.

Categories with biproducts are automatically enriched over commutative monoids:f +g= [1,1] ◦
( f ⊕g)◦〈1,1〉. This means that morphisms between biproducts of objects can be handled using a matrix

calculus. We will also write∆A for the diagonal tuple〈1,1〉 =
(

1
1

)

: A→ A⊕A.

In a compact categoryC, the functor−⊗A: C → C is both left and right adjoint to the functor
−⊗A∗. If C has a zero object, it follows directly thatA⊗0∼= 0 for any objectA. Consequently, iff is
any morphism, thenf ⊗0 factors through dom( f )⊗0 and must therefore equal the zero morphism.
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The adjunctions also imply that−⊗A preserves both limits and colimits. So ifC has biproducts,
then⊗ distributes over⊕. Consequently, the following morphisms are each other’s inverse.

(A⊕B)⊗ (C⊕D)














pA⊗ pC

pA⊗ pD

pB⊗ pC

pB⊗ pD















��
(A⊗C)⊕ (A⊗D)⊕ (B⊗C)⊕ (B⊗D)

(

iA⊗ iC iA⊗ iD iB⊗ iC iB⊗ iD
)

OO

It follows that f ⊗ (g+h) = ( f ⊗g)+ ( f ⊗h) and( f +g)⊗h= ( f ⊗h)+ (g⊗h). Also

C((A⊕B)∗,C)∼= C(I ,(A⊕B)⊗C)
∼= C(I ,(A⊗C)⊕ (B⊗C))
∼= C(I ,A⊗C)×C(I ,B⊗C)
∼= C(A∗,C)×C(B∗,C)
∼= C(A∗⊕B∗,C),

so by the Yoneda lemma(A⊕B)∗ ∼= A∗⊕B∗. Tracing through the steps carefully, we may in fact choose
the following unit and counit for compactness:

εA⊕B = (εA◦ (pA⊗ pA∗))+ (εB◦ (pB⊗ pB∗)) : (A⊕B)⊗ (A∗⊕B∗)→ I ,

ηA⊕B = ((iA∗ ⊗ iA)◦ηA)+ ((iB∗ ⊗ iB)◦ηB) : I → (A∗⊕B∗)⊗ (A⊕B).

Lemma 3.1. If (A,mA,uA) and(B,mB,uB) are normal dagger Frobenius algebras in a dagger compact
category with dagger biproducts, then

mA⊕B =

(

mA◦ (pA⊗ pA)
mB◦ (pB⊗ pB)

)

: (A⊕B)⊗ (A⊕B)→ (A⊕B)

uA⊕B =

(

uA

uB

)

: I → A⊕B

make A⊕B into a normal dagger Frobenius algebra. Furthermore,0 is uniquely made into a normal
dagger Frobenius algebra by

m0 = 0: 0⊗0→ 0, u0 = 0: I → 0.

Proof. Verifying the required properties is a matter of equationalrewriting of matrices. For example, to
show that(A⊕B,mA⊕B,uA⊕B) is normal:

εA⊕B◦ (1A∗⊕B∗ ⊗mA⊕B)◦ (ηA⊕B⊗1A⊕B)

= [εA ◦ (1A∗ ⊗mA)◦ (ηA⊗1A),εB◦ (1B∗ ⊗mB)◦ (ηB⊗1B)]

= [u†
A,u

†
B] = u†

A⊕B.

One similarly verifies associativity and the Frobenius law.BecauseV is compact, unitality then follows
automatically [2, Proposition 7]. As for(0,m0,u0): all required diagrams commute because they are in
fact equal to the zero morphism, and hence the multiplication m0 is unique.
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Theorem 3.2. If V is dagger compact with dagger biproducts, so isCP∗[V].

Proof. Because dagger biproducts are preserved under dagger equivalences, it suffices to prove that
CP∗n[V] has dagger biproducts by Remark 1.3. We claim that the objects defined in Lemma 3.1 in fact
form dagger biproducts in CP∗n[V]. We prove this according to the following strategy. Any object A of
CP∗n[V] gives morphisms 0:A→ 0, iA : A→ A⊕0, pA : A⊕0→ A, and∆A : A→ A⊕A in V. We will
show that these are all *-homomorphisms (see [4, Definition 3.6]), and hence well-defined morphisms
in CP∗n[V] by [4, Lemma 3.7]. Furthermore, it is easy to see that iff andg are morphisms in CP∗n[V],
then so isf ⊕g. Observing that all coherence isomorphisms for(V,⊕,0) and their inverses are built by
composition from the above maps and their daggers, these arealso well-defined morphisms in CP∗n[V].
Thus we may conclude that CP∗

n[V] has a symmetric monoidal structure(⊕,0), under which every object
has a unique comonoid structure. Therefore, the monoidal product is in fact a product [6, Theorem 2.1].
Moreover, because CP∗n[V] is compact by [4, Theorem 3.4], products are biproducts [7].Finally, these
biproducts are dagger biproducts because they are so inV.

First consider 0:A→ 0. Regardless of the multiplicationmA, the morphism 0:(A,mA)→ (0,m0) is
trivially a *-homomorphism.

Next, consideriA : A → A⊕ 0. Lemma 3.1 showsmA⊕0 = iA ◦mA ◦ (pA⊗ pA) anduA⊕0 = iA ◦ uA.
ThereforemA⊕0◦ (iA⊗ iA) = iA ◦mA : A⊗A→ A⊕0. Writing sA = λA ◦ (εA⊗1A)◦ (1A∗ ⊗m†

A)◦ (1A∗ ⊗
uA) ◦ρ−1

A∗ : A∗ → A for the involution andλA : I ⊗A→ A andρA : A⊗ I → A for the coherence isomor-
phisms, one can verify thatsA⊕0 = sA⊕ 0: A∗⊕ 0 → A⊕ 0. HencesA⊕0 ◦ (iA)∗ = sA⊕0 ◦ iA∗ = iA ◦ sA,
makingiA into a *-homomorphism.

As to pA : A⊕0→ A, the above givespA ◦sA⊕0 = sA ◦ pA∗ = sA ◦ (pA)∗ andpA ◦mA⊕0 = mA ◦ (pA⊗
pA). Hence alsopA is a *-homomorphism.

Finally, we turn to∆A : A → A⊕A. It follows from Lemma 3.1 thatmA⊕A ◦ (∆A⊗∆A) = ∆A ◦mA.
Furthermore, one verifiessA⊕A◦ (∆A)∗ = ∆A◦sA. So∆ is a *-homomorphism, completing the proof.

Write C⊕ for the biproduct completion of a categoryC.

Corollary 3.3. If V is a dagger compact category with dagger biproducts, there is a full and faithful
functorCPM[V]⊕ → CP∗[V].

Proof. [4, Theorem 4.3] gives a full and faithful functorB : CPM[V] → CP∗[V]. Theorem 3.2 shows
that CP∗[V] has biproducts. Thus the universal property of CPM[V]⊕ guarantees thatL lifts to a functor
CPM[V]⊕ → CP∗[V] that is full and faithful.

Example 3.4. By [4, Proposition 3.5], CP∗[FHilb ] is the category of finite-dimensional C*-algebras
and completely positive maps. Similarly, CPM[FHilb ] can be identified with the full subcategory of
finite-dimensional C*-factors, i.e. matrix algebrasMn. Because any finite-dimensional C*-algebra is a
direct sum of matrix algebras [5, Theorem III.1.1], the functor of the previous corollary is an equivalence
between the categories CP∗[FHilb ] and CPM[FHilb ]⊕.

Example 3.5. By [4, Proposition 5.3], CP∗[Rel] is the category of (small) groupoids and relations re-
specting inverses. Similarly, by [4, Proposition 5.4], CPM[Rel] can be identified with the full subcategory
of indiscrete (small) groupoids. But there exist groupoidsthat are not isomorphic to a disjoint union of
indiscrete ones in CP∗[Rel]. For example, groupoids isomorphic toZ2 in CP∗[Rel] must have a single
object and two morphisms, and therefore cannot be a disjointunion of indiscrete groupoids. Hence the
functor CPM[Rel]⊕ → CP∗[Rel] of the previous corollary is not an equivalence, and in fact there cannot
be an equivalence between CPM[Rel]⊕ and CP∗[Rel].



Chris Heunen, Aleks Kissinger, and Peter Selinger 83

References

[1] Samson Abramsky & Bob Coecke (2008):Categorical quantum mechanics. In: Handbook of quantum
logic and quantum structures: quantum logic, Elsevier, pp. 261–324, doi:10.1016/B978-0-444-52869-8.
50010-4.

[2] Samson Abramsky & Chris Heunen (2012):H*-algebras and nonunital Frobenius algebras: first steps in
infinite-dimensional categorical quantum mechanics. In: Mathematical Foundations of Information Flow,
Clifford Lectures, Proceedings of Symposia in Applied Mathematics71, American Mathematical Society,
pp. 1–24, doi:10.1090/psapm/071/599.

[3] Man-Duen Choi & Edward G. Effros (1977):Injectivity and operator spaces. Journal of Functional Analysis
24, pp. 156–209, doi:10.1016/0022-1236(77)90052-0.

[4] Bob Coecke, Chris Heunen & Aleks Kissinger (2014):Categories of quantum and classical channels. Quan-
tum Information Processing, doi:10.1007/s11128-014-0837-4.

[5] Kenneth R. Davidson (1991):C*-algebras by example. American Mathematical Society.

[6] Chris Heunen (2008):Semimodule enrichment. In: Proceedings of the 24th Conference on the Mathematical
Foundations of Programming Semantics (MFPS XXIV), Electronic Notes in Theoretical Computer Science
218, Elsevier, pp. 193–208, doi:10.1016/j.entcs.2008.10.012.

[7] Robin Houston (2008):Finite products are biproducts in a compact closed category. Journal of Pure and
Applied Algebra212(2), pp. 394–400, doi:10.1016/j.jpaa.2007.05.021.

[8] Peter Selinger (2007):Dagger compact closed categories and completely positive maps. In: Proceedings
of the 3rd International Workshop on Quantum Programming Languages (QPL 2005), Electronic Notices in
Theoretical Computer Science170, Elsevier, pp. 139–163, doi:10.1016/j.entcs.2006.12.018.

[9] Peter Selinger (2008):Idempotents in dagger categories. In: Proceedings of the 4th International Workshop
on Quantum Programming Languages (QPL 2006), Electronic Notes in Theoretical Computer Science210,
Elsevier, pp. 107–122, doi:10.1016/j.entcs.2008.04.021.

[10] Erling Størmer (2013):Positive linear maps of operator algebras. Monographs in Mathematics, Springer,
doi:10.1007/978-3-642-34369-8.

http://dx.doi.org/10.1016/B978-0-444-52869-8.50010-4
http://dx.doi.org/10.1016/B978-0-444-52869-8.50010-4
http://dx.doi.org/10.1090/psapm/071/599
http://dx.doi.org/10.1016/0022-1236(77)90052-0
http://dx.doi.org/10.1007/s11128-014-0837-4
http://dx.doi.org/10.1016/j.entcs.2008.10.012
http://dx.doi.org/10.1016/j.jpaa.2007.05.021
http://dx.doi.org/10.1016/j.entcs.2006.12.018
http://dx.doi.org/10.1016/j.entcs.2008.04.021
http://dx.doi.org/10.1007/978-3-642-34369-8

	1 Introduction
	2 Splitting idempotents
	3 Biproducts

