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We propose the design of a programming language for quantum computing. Traditionally, quantum
algorithms are frequently expressed at the hardware level, for instance in terms of the quantum
circuit model or quantum Turing machines. These approaches do not encourage structured
programming or abstractions such as data types. In this paper, we describe the syntax and semantics
of a simple quantum programming language with high-level features such as loops, recursive
procedures, and structured data types. The language is functional in nature, statically typed, free of
run-time errors, and it has an interesting denotational semantics in terms of complete partial orders

of superoperators.

1. Introduction

Quantum computation is traditionally studied at the hardware level: either in terms of gates and
circuits, or in terms of quantum Turing machines. The former viewpoint emphasizes data flow
and neglects control flow; indeed, control mechanisms are usually dealt with at the meta-level, as
a set of instructions on how to construct a parameterized family of quantum circuits. On the other
hand, quantum Turing machines can express both data flow and control flow, but in a sense that
is sometimes considered too general to be a suitable foundation for implementations of future
qguantum computers.

In this paper, we seek to investigate quantum computation from the point of view of program-
ming languages. We propose a view of quantum computation which is able to express both data
flow and control flow, while not relying on any particular hardware model. Our approach can be
summarized by the slogan “quantum data, classical control”. Thus, the data which is manipulated
by programs may involve quantum superpositions, but the control state of a program is always
classical; there is no “quantum branching” and no notion of executing a quantum superposition
of two different statements. This is more general than quantum circuits, where control flow is not
modeled at all, but more restrictive than quantum Turing machines, where both data and control
may be “quantum”. The paradigm “quantum data, classical control” seems to be precisely what
is embodied in most known practical quantum algorithms, such as Shor’s factoring algorithm,
Grover’s search algorithm, or the Quantum Fourier Transform (Shor 1994; Grover 1996).
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The programming language presented in this pafdenistional in the sense that each (atomic
or composite) statement operates by transforming a specific set of inputs to outputs. This is in
contrast tamperativeprogramming languages, which operate by updating global variables. Our
language is alsatatically typed which implies that the well-formedness of a program can be
checked at compile time, rather than relying on run-time checks. For instance, the principle of
non-duplication of quantum data, known as tteecloningproperty, is enforced by the syntax of
our language. Unlike previous proposals for quantum programming languages (Knill D89€x,
1998; Sanders and Zuliani 2000; Bettelli, Calarco, and Serafini 2001), our language guarantees
that any well-typed program is free of run-time errors.

The language also provides high-level control features such as loops and recursion, and it can
accommodate structured data types such as lists or trees. We provide two alternative syntactic
representations of quantum programs: a graphical representation in terms of flow charts, and a
textual, more structured representation. The choice of syntax is a matter of taste, because the two
representations are semantically equivalent.

Perhaps the most important feature of our programming language is that it acieit®tz-
tional semanticsThis is achieved by assigning a certain kind of linear operator, calegerop-
erator, to each program fragment. For the semantics of loops and recursion, we use the fact that
the superoperators of each given type form a complete partial order. The denotational semantics
is fully abstractin the sense that two program fragments are denotationally equivalent if and only
if they are indistinguishable in the context of any larger program.

While the semantics of our quantum programming language can (and will) be described with-
out reference to any particular hardware model, it helps the intuition to think of a particular
hardware device on which the language might be implemented. Here, it is understood that actual
future quantum hardware may differ; these differences must be handled by implementors and
have no direct impact on the language design. A suitable hardware model for our purposes is the
QRAMmMmachine of (Knill 1996). This machine consists of a general-purpose classical computer
which controls a special quantum hardware device. The quantum device provides a potentially
large number of individually addressable quantum bits. Quantum bits can be manipulated via
two fundamental operations: (1) unitary transformations and (2) measurements. Typically, the
guantum device will implement a fixed, finite set of unitary transformations which operate on
one or two quantum bits at a time. The classical controller communicates with the quantum de-
vice by sending a sequence of instructions, specifying which fundamental operations are to be
performed. The only output from the quantum device consists of the results of measurements,
which are sent back to the classical controller. Note that in the QRAM model, it is not necessary
for the classical hardware and the quantum device to be in the same physical location; it is even
possible for several classical controllers to share access to a single quantum device.

In quantum complexity theory, algorithms are often presented in a certain normal form: a
guantum computation consists of an initialization, followed by a unitary transformation, followed
by a single final measurement, just before the classical result of the algorithm is read. While
no theoretical generality is lost in postponing all measurements until the end, this presentation
does not necessarily lead to the most natural programming style. Quantum algorithms are often
more naturally described by interleaving quantum and classical operations, allowing the results
of measurements to influence subsequent operations. In addition to being conceptually more
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natural, this style of programming can also lead to savings in the resources consumed by an
algorithm, for instance, in the number of quantum bits that must be allocated.

One issue not addressed in this paper is the questiguaritum communicatiomhe pro-
gramming language described here deals with quantum computation in a closediworild,
describes a single process which computes a probabilistic result depending only on its initial
input parameters. We do not deal with issues related to the passing of quantum information, or
even classical information, between different quantum processes. In particular, our programming
language currently does not support primitives for input or output, or other side effects such as
updating shared global data structures. While adding such features would not cause any prob-
lems from an operational point of view, the denotational semantics of the resulting language is
not currently very well understood. In other words, in a setting with side effects, it is not clear
how the behavior of a complex system can be described in terms of the behaviors of its individ-
ual parts. On the one hand, these difficulties are typical of the passage from purely functional
programming languages to concurrent languages. On the other hand, there are particular compli
cations that arise from the very nature of quantum information flow, which is a subject of ongoing
research.

Another issue that we do not address in this paper is the issue of “idealized” vs. “real” hard-
ware. Just as in classical programming language theory, we assume that our language runs on
idealized hardward,e., hardware that never produces flawed results, where quantum states do
not deteriorate, where no unintended information is exchanged between programs and their en-
vironment, etc. This seems to be a reasonable assumption from the point of view of language
design, although it might only be approximated in actual implementations. It is intended that
implementations will use quantum error correction techniques to limit the adverse effects of
imperfect physical hardware. Ideally, error correction should be handled transparently to the pro-
grammer. This can potentially be achieved at several different levels: error correction could be
built into the hardware, it could be handled by the operating system, or it could be added auto-
matically by the compiler. The tradeoffs associated with each of these choices remain the subject
of future work, and we do not consider them further in this paper.
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Previous work

The recent literature contains several proposals for guantum programming languages. One of the
first contributions in this direction is an article by Knill (1996). While not proposing an actual
programming language, Knill outlines a set of basic principles for writing pseudo-code for quan-
tum algorithms. These principles have influenced the design of some later language designs. The
first actual quantum programming language is du®toer (1998) Omer defines a rich proce-

dural language QCL, which contains a full-fledged classical sublanguage and many useful high-
level quantum features, such as automatic scratch space management and syntactic reversibility
of user-defined quantum operators. Partly buildingmer’s work, Bettelliet al. (2001) present

a quantum programming language which is an extension of the well-known language C++. The
distinguishing feature of this language is that it treats quantum operators as first-class objects
which can be explicitly constructed and manipulated at run-time, even allowing run-time opti-
mizations of operator representations.

A quantum programming language of a somewhat different flavor is given by Sanders and
Zuliani (2000). Their language qGCL, which is based on an extension of Dijkstra’s guarded-
command language, is primarily useful as a specification language. Its syntax includes high-level
mathematical notation, and the language supports a mechanism for stepwise refinement which
can be used for systematic program derivation and verification.

Of the languages surveyed, only that of Sanders and Zuliani possesses a formal semantics.
This semantics is purely operational, and it works by assigning to each possible input state a
probability distribution on output states. One problem with this approach is that the resulting
probability distributions are generally very large, incorporating much information which is not
physically observable. The present paper offers a better solution to this problem, using density
matrices and superoperators instead of probability distributions.

A common feature of the quantum programming languages surveyed in the literature is that
they are realized amperativeprogramming languages. Quantum data is manipulated in terms
of arrays of quantum bit references. This style of data representation requires the insertion of
a number of run-time checks into the compiled code, including out-of-bounds checks and dis-
tinctness checks. For instance, distinctness checks are necessary because quantum operators ca

Since there are some differences between the customary languages of physics and computeronly be applied to lists oflistinct quantum bits. In imperative languages, this condition can-
science, it seems appropriate to comment on the notation used in this paper. Because this papernot be checked at compile-time. For similar reasons, most optimizations cannot be performed

was primarily written with an audience of computer scientists in mind, we tend to use computer
science notation instead of physics notation. For instance, we write states as columns vectors (not

at compile-time and must therefore be handled at run-time in these languages. By contrast, the
language proposed in the present paperfisationalprogramming language with a static type

row vectors, as is usual in physics), and we represent operators as matrices, using a fixed basis system which guarantees the absence of any run-time errors.

and fixed indexing conventions. It is hoped that notational issues will not prove too distracting
for readers of differing backgrounds.

In order to keep the paper as self-contained as possible, we provide a brief review of some basic
concepts from linear algebra and quantum computation in Sections 2 and 3. These introductory
sections contain no original contributions except for the definition of the complete partial order
of density matrices in Section 3.8. The main body of the paper starts in Sections 4 and 5 with
the introduction of the quantum flow chart language. We proceed to discuss its formal semantics
in Section 6, and we conclude with some syntactic considerations and a discussion of possible
language extensions in Section 7.

2. Basic notions from linear algebra

In this section, we recall some well-known concepts from linear algebra, for the purpose of fixing
the notation used in later parts of this paper. Readers may safely skip this section and refer back
to it when needed.

From the outset, we have to make an important choice of presentation. It is generally un-
derstood that the basic notions of linear algebra can be expressed in a basis-independent way.
Thus, the standard way of introducing the concepts of quantum mechanics is in the language of
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Hilbert spaces, linear operators, etc. However, in the concrete setting of quantum computation,
such generality is not needed, as it turns out that there is always a “preferred” basis to work

with. Therefore, we may as well identify our vector spaces With This allows us to express
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(2 3)

In dimension 2, a matrix

all operations though manipulations of concrete objects, such as columns vectors and matrices. s hermitian wherb — ¢ anda. d € R. Furthermore. it is positive when the trace- d and the
Nevertheless, it is of course understood that all covered concepts are basis independent unlessgaterminantid — be are non-negative, and pure when the determinant is zero.

stated otherwise.

2.1. Vectors and matrices

Let C be the set of complex numbers, which are also caltedars The complex conjugate of
z € C is written z. We write C™ for the space ofi-dimensional column vectors, argi™>*™
for the space of matrices with rows andm columns. We identifyfC™ with C"*! andC* with
C. Matrix multiplication is defined as usual. The identity matrix is writteriThe adjoint of a
matrix A = (a;;) € C*"*™ is given byA* = (aj;) € C™*™. Thetrace of a square matrix
A = (a;;) € C"*™ is defined as td = >, a;;. Note that forA, B € C"*", tr(AB) = tr(BA).

Column vectors are denoted bywv, etc. We writee; for the ith canonical basis vector. Note
that if u is a column vector, then* is a row vector. Note that*u =}, |v;|? > 0. Thenorm
||lu|| of a vectoru is defined byj|u| = vu*u. The vectow is called aunit vectorif |lu| = 1.

If A, B, C' andD are matrices of equal dimensions, we often denote the matrix obtained by
“horizontal and vertical concatenation” by

(t5)

Sometimes, we also use an analogous notation for vectors.

2.2. Unitary matrices

A square matrixS € C"*" is calledunitaryif S*S = I is the identity matrix, or equivalently,
if $* = S~L. Unitary matrices are precisely tigmetries because{Su| = ||u|| holds for all
w iff S'is unitary. If S is unitary andA = SBS*, then trA = tr B. Thus, the trace is invariant
under a unitary change of basis.

2.3. Hermitian and positive matrices

A square matrixd € C™*™ is calledhermitianif A = A*. Note that ifA is hermitian, them.* Au

is always real. A matrix is calledpositive semidefinite@r simplypositive if it is hermitian and
u*Au > 0 for all u € C™. Note that hermitian matrices are closed under addition and real
scalar multiplesi.e, they form anR-linear subspace €™ *". Moreover, the positive matrices
are closed under addition and non-negative real scalar multiples.

A matrix A is hermitian if and only ifA = SDS*, for some unitary matrixS and some
real-valued diagonal matrik. The diagonal entries d are the eigenvalues of, and they are
uniquely determined up to a permutation. The columnS$ afe the corresponding eigenvectors.
Moreover, a hermitian matriX is positive iff all its eigenvalues are non-negative.

A matrix A € C"*" is calledpureif A = vv* for somev € C". Every pure matrix is positive;
conversely, every positive matrix is a non-negative real linear combination of pure matrices.

Remark 2.1. Any complexC™*™ matrix is a linear combination of four positive hermitian ma-
trices. Because first, any complex matfxcan be written as a linear combinati®-iC' of two
hermitian matrices, wherB = 1(A* + A) andC = 1(A* — A). Second, any hermitian matrix
B can be written as the difference of two positive matrices, namBely (B + \I) — (AI), where
—\ is the most negative eigenvalue Bf

Remark 2.2. Every positive matrixd € C™*" is of the formBB*, for someB € C"*™. This
is evident for diagonal matrices, and follows for arbitrary positive matrices by a change of basis.

2.4. Tensor product

The tensor product of two vector spaces is defined as usual; here we only need two special cases:
Cn ® CTI’L — C?’Lm andC’nXTL ® Cme — (Cnmxnm'
The tensor producty = u ®@ v € C™ of two vectorsu € C", v € C™ is defined by
w5 = wivj. Similarly, the tensor produd = A ® B € C"™*™™ of two matrices is defined
by c(;,j),q,) = airbjy . Here we order the paifs, ;) lexicographically; thus, for instance,

(2 0)es=(S5re):

3. Basic notions from quantum computation

In this section, we provide a brief review of some basic notions from quantum computation. For
a more thorough introduction, seeg. (Cleve 2000; Preskill 1998; Gruska 1999; Nielsen and
Chuang 2000).

3.1. Quantum bits

The basic data type of quantum computation guantum bitalso called @ubit Recall that the
possible states of a classical biareb = 0 andb = 1. By contrast, the state of a quantum bit
g can be any complex linear combinatign= a0 + 41, wherea, 8 € C ande, 8 are not both
zero. The coefficienta andg are called themplitudesof this quantum state, and they are only
significant up to scalar multiplese., ¢ = a0+ 1 and¢’ = o’0+ 3’1 denote the same quantum
state ifa’ = ya and@’ = ~3 for some non-zerg € C. One often assumes that the amplitudes
« andg are normalized, e, that|a|? 4-|3]% = 1. Note, however, that this normalization does not
determinex and 3 uniquely; they are still only well-defined up to multiplication by a complex
unit.

Thus, the classical boolean constamtand1 are identified with two basis vectoeg ande;
of a 2-dimensional complex vector space. In the literature, it is common to denote these basis
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vectors in the so-called “ket” notation ag = |0) ande; = |1). Thus, the state of a typical
quantum bit is written as |0) + 3 |1). Here the wordketis the second half of the wolgtacket
bras also exist, but we shall not use them.

The basis statg®) = 1|0) 4+ 0|1) and|1) = 0|0) + 1|1) are called thelassicalstates, and
any other state is said to begaantum superpositioof |0) and|1).

The first interesting fact about quantum bits is that the state of two or more quantum bits is not
just a tuple of its components, as one might have expected. Recall the four possible states of a
pair of classical bitsd0, 01, 10, and11. The state of a pair of quantum bits is a formal complex
linear combination of these four classical statss, it is a linear combination of the form

[e731s}) |00> + o1 ‘01) + 10 |10> + g1 |11> = Z Qi |Z]> .
i,7€{0,1}

Again, we have used the ket notation to identify the four classical states with the basis states of
a 4-dimensional vector space. As before, we require that at least onecf;tieenon-zero, and

the whole state is only well-defined up to a complex scalar multiple.#f « |0) + 5 |1) and

p =10) + 46 |1) are two independent quantum bits, then their combined state is

q®p=ay|00) +ad |01) + 3y |10) + 35 [11).

However, note that in general, the state of a pair of quantum bits need not be of the dfopm
For instance, the state

1 1
7 |00) + 7 111)
is clearly not of the formy ® p, for anyq andp. If the state of a pair of quantum bits is of the
form ¢ ® p, then the pair is said to hedependentotherwise it is calleéntangled
In general, the state ef quantum bits is a non-zero vector@?", i.e., a formal linear combi-

nation
>

b1,..,b,€{0,1}
taken modulo scalar multiples.

Qb |12 b)),

3.2. Indexing conventions

Consider a quantum staje= «[00) 4- 5 |01) ++|10) + 0 |11). By identifying the basis vectors
|00}, |01), |10), and|11) with the canonical basis @4, we can write the statg as a column
vector

2 @ e

Here, the ordering of the basis vectors is relevant. In general, we need an indexing convention
which determines how the basis vectfirgh, . . . b,,) are to be identified with the canonical basis
vectors ofC2". We use the following convention:

Convention 3.1 (Lexicographic convention).Consider the set of bit vectors of lengthi.e.,
tuples (b1, bs, ..., b,), Whereby,..., b, € {0,1}. We identify each such bit vector with the
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numberi € 0,...,2"™ — 1 of which it is the binary representation. We also identify the “ket”
|b1bs . .. by,) with theith canonical basis vector 6f2”.

Note that this convention is equivalent to saying that the bit vectors shall always be ordered
lexicographically when they are used to index the rows or columns of some vector or matrix.
Sometimes, we need to consider a permutation of quantum bits, such as exchanging the
first with the second quantum bit in a sequence. This induces a corresponding permutation of
states. More precisely, any permutationroélementsg : {1,...,n} — {1,...,n}, induces
a permutatior2® of the set of bit vectors of length, which is defined b2 ¢ (z1,...,2,) =
(Ty-1(1)s- - Ty=1(n))s fOr x1,..., 2, € {0,1}. Note that this definition izovariant in the
sense thak? o 2¥ = 29°%_ As an illustration, consider the permutatigrsuch thats(1) = 2,
#(2) = 3, andp(3) = 1. Then2®(by, b, b3) = (b3, b1, bs). Thus,2® maps000 — 000,
100 — 010,110 — 011, and so forth.

3.3. Unitary transformations

There are precisely two kinds of operations by which we can manipulate a quantum state: uni-
tary transformations and measurements. We describe unitary transformations in this section and
measurements in the next one.
The state of a quantum system can be transformed by applying a unitary transformation to it.
For instance, consider a quantum bit in state « |0)+/ |1), and letS be a unitan? x 2-matrix.
Then we can perform the operation
« (0%
)=s(5 )

(5

Similarly, if v = « |00) + §]01) + v|10) + 6 |11) is the state of a two-qubit quantum system,

we can transform it by a unitar x 4-matrix, and similarly for three or more quantum bits. A
unitary operation on quantum bits is also known as arary quantum gateWhile every unitary

matrix can be realized in principle, one usually assumes a fixed finite set of gates that are built
into the hardware. The particular choice of basic gates is not important, because a compiler will
easily be able to translate one such set to another. One possible choice is the following, which

consists of four unary and five binary gates:
0 1 1 1 1 0 1 0
v (Vo) mes(i A vt v (o )

1
10 V2

110 110 1|0 1|0
1 0 0 O
00 10
X=lo100
0 0 01

The unary gateV is called thenotgate, because it induces the following mapping of basis
vectors:|0) — |1) and|1) — |0). Geometrically, it corresponds to the symmetry of axjd.
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The unary gatéd? is called theHadamardgate, and it corresponds to the symmetry of ax{8.
The unary gate® andW represent complex phase changes.

The binary gatéV. is called thecontrolled notgate. It corresponds to a permutation of basis
vectors:|00) — |00), |01) — |01), |10) — |11), and|11) — |10). Its action can be described
as follows: if the first bit i90, do nothing, else apply th&'-gate to the second bit. In this sense,
the first bit controls the action of the second one. More generally, for each unary,daeze is a
corresponding binary controlled gate. Finally, the binaryX-gate corresponds to axchange
of two qubits: it mapgb,b2) to |b2b1), wheneveby, bs € {0,1}. The X-gate isclassicalin the
sense that it can be implemented as an operatioadoiresse®f qubits, rather than on qubits
themselves. In the quantum computation literature, its existence is often assumed implicitly.

Unitary transformations can be used to create quantum superpositions, and they can also be
used to create entanglement between quantum bits. For example, the Hadamaid \ghtn
applied to the classical staj@), creates a quantum superpositi% |0) + J% [1). Also, the
controlled not-gate, applied to two independent quantum(b%;\O} + % |1)) ® |0), creates
an entangled statg; |00) + —5 [11).

A quantum gate can be applied in the presence of additional quantum bits. For example, to
apply a unary gaté to the second quantum bit irdabit system, we transform the system by the
matrix/ ® S ® I ® I. Herel is the2 x 2-identity matrix.

Clearly, the above set of nine standard gates contains some redundancy; for irl§tanié 2,

N = HV?2H, etc. On the other hand, the setmpletein the sense that amyary unitary gate
can be approximated, up to an arbitrarily small ee;doy a combination of the given gates. In
fact, three of the nine gates suffice:

Proposition 3.2 (see (Cleve 2000, Thm. 1)L.etn > 2. For any unitary matrixs € C2"*2" and
anye > 0, there exists a unitary matri¥’ and a unit complex numbersuch that]|.S — AS’|| < e
and such thas” can be written as a product of matrices of the fafr® A ® J, wherel, J are
identity matrices of the appropriate dimensions, aha one of the gate#/, V., and X.

Thus, if we assume that the above nine gates (or some other finite complete set of gates) are
implemented in hardware, then any other unitary gate can be simulated by software. In practice,
decomposing a given unitary matrix into standard gates is not an easy problem, and the best
known algorithms are not very efficient. However, we will ignore this problem and simply assume
that we can apply arbitrary unitary gates to a quantum state.

3.4. Measurement

The second fundamental operation on the state of a quantum system is knomeas.sement

This occurs when we try to “observe” the value of a quantum bit and convert it into a classical
bit. Consider for instance the state of a single quantung bit « |0) + 3|1). For simplicity,

let us assume that the amplitudes have been normalized sucfutfat [3|2 = 1. The act

of measuring this quantum bit will yield an answer which is eitber 1. The answe0 will

occur with probabilityla|2, and1 with probability |3|2. Moreover, the measurement causes the
guantum state toollapse after the measurement, the quantum state will have changed to either
|0) or|1), depending on the result of the measurement. In particular, if we immediately measure
the same quantum bit again, we always get the same answer as the first time.
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The situation is more complex if more than one quantum bit is involved. Consider a two-qubit
system in the state |00) + 3]01) +~|10) + § |11). We assume again that the amplitudes have
been normalized. If we measure the value of the first bit, one of the following things will happen:

— with probability |«|? + |3]2, the result of the measurement will Beand the quantum state
will collapse toa |00) + 5 ]01), and

— with probability |y|2 + |§|2, the result of the measurement will heand the quantum state
will collapse toy[10) + 0 |11).

Note that only the portion of the quantum state pertaining to the bit that we are observing
collapses. If we were observing the second bit instead, the observed answer wé@uldithe
probability || + |y|2, and1 with probability| 3|2 + |§]2, and the quantum state would collapse,
respectively, tav|00) + v [10) or 3]01) 4+ §[11).

Now let us see what happens if we measure the second quantum bit after the first one. The
situation can be summarized in the following diagram:

a|00) + 3]01) +~v|10) + §|11)

po=|a|*+|8]> \1:"‘/‘2+‘5‘2
_ «@00) + 3|01) L 7110)+4[11)
bl
Poo=1y mz Y laf’ +m|2 PLOZ- +|o\2 \”\\ BTk +|6\2
«|00) 3o1) ~|10) §11)

In this tree, the nodes are labeled with states, and the transitions are labeled with probabili-
ties. Note that the overall probability of observii@ as the result of the two measurements is
popoo = ||?, the probability of observing1 is popo1 = |3]2, and so forth. In particular, these
probabilities are independent of the order of measurement; thus, the result does not depend on
which quantum bit we measure first, or indeed, on whether we measure both of them simulta-
neously or in sequence. The technical term for this phenomenon is that the two measurements
commute In general quantum mechanics, two measurements need not always commute; how-
ever, in quantum computation, they always do. This is due to the fact that we only measure along
subspaces spanned by standard coordinate vectors.

We mentioned that it is customary to normalize quantum states so that the sum of the squares
of the amplitudes is 1. However, in light of the above diagram, we find that it is often more
convenient to normalize states differently.

Convention 3.3 (Normalization convention). We normalize each state in such a way that the
sum of the squares of the amplitudes is equal to the potddability that this state is reached

With this convention, it becomes unnecessary to renormalize the state after a measurement has
been performed. We will see later that this convention greatly simplifies our computations.

3.5. Pure and mixed states

We know that the state of a quantum system at any given time can be completely described by
its state vector: € C2", modulo a scalar multiple. However, an outside observer might have
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incomplete knowledge about the state of the system. For instance, suppose that we know that a
given system is either in stateor in statev, with equal probability. We use the ad hoc notation
1 {u} + 3 {v} to describe this situation. In general, we wrke {u1} + ... + A, {u,,} for a
system which, from the viewpoint of some observer, is known to be in statgth probability
Ai, where) ", A; = 1. Such a probability distribution on quantum states is calleubed state
The underlying quantum states, suchuaare sometimes callgaure statego distinguish them
from mixed states.

It is important to realize that a mixed state is a description of an obsétmersledgeof the
state of a quantum system, rather than a property of the system itself. In particular, a given system
might be in two different mixed states from the viewpoints of two different observers. Thus, the
notion of mixed states does not have an independent physical meaning. Physically, any quantum
system is in a (possibly unknown) pure state at any given time.

Unitary transformations operate componentwise on mixed states. Thus, the unitary transfor-
mationS maps the mixed state; {u1} + ...+ A {um} to A1 {Sui} + ... + A\, {Sup }-

The collapse of a quantum bit takes pure states to mixed states. For instance, if we measure a
quantum bit in state: |0) + 3|1), but ignore the outcome of the measurement, the system enters
(from our point of view) the mixed stater|? {|0)} + | 3| {|1)}.

3.6. Density matrices

We now introduce a better notation for mixed quantum states, which is due to von Neumann.
First, consider a pure state, represented as usual by a unit column ~elrioron Neumann’s
notation, this quantum state is represented by the matrix called itsdensity matrix For ex-
ample, the state of a quantum hit= % |0) — % |1) is represented by the density matrix

Note that no information about a pure state is lost in this notation, because thewisataiquely
determined, up to a scalar multiple, by the matrix‘. There are several advantages to the density
matrix notation. A mundane advantage is that we do not have to write so many square roots. More
importantly, ifu = v, for some complex scalgrwith |y| = 1, thenuu* = y3yvv* = vv*. Thus,
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gives rise to the following density matrix:

(L) v)-(5 %)

which is the same as the density matrix for the mixed stafé0)} + 1 {|1)} calculated above.

But as we shall see in the next section, there is no observable difference between two mixed states
that share the same density matrix, and thus there is no harm (and indeed, much benefit) in iden-
tifying such states. Another example of this phenomenon of two different, but indistinguishable
mixed states will be discussed later in Example 4.6.

1

2

L1
2

1 1
2 2

[T,
SIS
O N
= O

11
2 2

We note that a matri¥ is of the formA; wiuj + ... + A, u,ul, for unit vectorsu; and
non-negative coefficients; with . A\; < 1, if and only if A is positive hermitian and satisfies
tr A < 1. (The reason for allowing_, \; < 1, rather thany_, \; = 1, will become apparent
later). The left-to-right direction is trivial, and the right-to-left direction follows because any such
A canbe diagonalized ab= SDS*, forsomeD = ). \; e;ej. We then havel = >~ \; uuf,
whereu; = Se;. This motivates the following definition:

Definition (Density matrix). A density matrixs a positive hermitian matrixd which satisfies
tr A < 1. We write D,, C C™*™ for the set of density matrices of dimension

Remark 3.5. In any dimension, a density matrix is pure iff its rank is at most 1. More generally,
any density matrix of rank: can be decomposed into a sum/ofpure density matrices. In
particular, since the addition of positive hermitians can only be rank-increasing, the sum of a
pure and an impure matrix is always impure.

3.7. Quantum operations on density matrices

The two kinds of quantum operations, namely unitary transformation and measurement, can
both be expressed with respect to density matrices. A unitary transformgtioaps a pure
quantum state to Sw. Thus, it maps a pure density matix * to Suu*S*. Moreover, a unitary
transformation extends linearly to mixed states, and thus, it takes any mixed density Aniatrix
SAS*.

Now consider the effect of a measurement on a density matrix. We begin by considering a pure

the scalar factor disappears, and the normalized representation of each pure quantum state as astatey*, for some unit vector. Suppose that

density matrix is unique. Also note thatdn*) = ||u||2. In particular, ifu is a unit vector, then
the density matrix has trade

But the real strength of density matrices lies in the fact that they also provide a very economical
notation for mixed states. A mixed state {u1 } +. ..+ A, {u, } is simply represented as alinear
combination of the density matrices of its pure componards.asi; uiuj + ... + A, upu.
For example, the mixed stae{|0)} + 1 {|1)} is expressed as the matrix

(o0)-3(0v)-(5 1)

Remark 3.4. Some information about a mixed state is lost in the density matrix notation. For
example, let = 75 [0) + =5 [1) andv = —=|0) — . Then the mixed staté {u} + & {v}

1
2

1
2

10
0 0

0 0
01

1)

u= <L> therefore wu* =( vv_| v )
w

Assuming that the rows of are ordered according to the lexicographic convention (Conven-

tion 3.1), then if we perform a measurement on the first bit, the outcome wi(%«% with

wv* | ww*

*

probability || v||2, and (%) with probability |w||2. Or in density matrix notation, the outcome
vv* | 0

() o (8.

where the first matrix occurs with probabilify|| 2, and the second matrix occurs with probability

0 0
0| ww*
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|lwl||?. Note that the probability that each matrix occurs is equal to its ttde? = tr(vv*) and

|lw||? = tr(ww*). Thus, the normalization convention (Convention 3.3) extends naturally to

density matrices: the density matrix of a state shall be normalized in such a way that its trace

corresponds to the overall probability that this state is reached. Note that with this convention,

each of the two possible outcomes of a measurement is a linear function of the incoming state.
The measurement operation extends linearly from pure to mixed states. Thus, performing a

measurement on a mixed state of the form

Al|B
C|D
results in one of the two states
AlO 00
010 0|D )’

where each of the two matrices occurs with probability equal to its trace. If one ignores the
classical bit of information that is observed from the measurement, then the resulting state is a

mixed state
AlO
5 .

Thus, collapsing a quantum bit (measuring it while ignoring the result) corresponds to setting a
certain region of the density matrix to 0.
We have seen that the effect of the two fundamental operations of quantum mechanics, unitary

transformations and measurements, can be described in terms of their action on density matrices.

Since unitary transformations and measurements are our only means of interacting with a quan-
tum state, it follows that there is no observable difference between mixed states which have the
same density matrix representation.

3.8. The complete partial order of density matrices
Recall thatD,, is the set of density matrices of dimension
D, = {A e C™*" | A positive hermitian and tA < 1}.

Definition (L dwner partial order). For matricesd, B € C™*™, we defined C B if the matrix
B — A s positive.

It is immediately obvious tha defines a partial order on the sét*™. This partial order
is known in the literature as tHedwner partial order(Lowner 1934), and it is commonly used
in an area of linear programming known as semidefinite programming. When restricted to the
setD,, of density matrices, this partial order has the zero matis its least element. We also
denote the zero matrix hy in this context.

Proposition 3.6. The posetD,,,C) is a complete partial order, i.e., it has least upper bounds
of increasing sequences.

Proof. Positive hermitian matrices i@™*™ are in one-to-one correspondence with positive
guadratic forms orC™. The order on hermitians is just the pointwise order of quadratic forms
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becausel C B iff for all u, u* Au < v* Bu. Moreover, for all positived with tr A < 1, we have
|u* Au| < |Ju||?; this follows from diagonalization. Thus, any trace-bounded increasing sequence
of quadratic forms has a pointwise least upper bound, which is clearly a quadratic form; the limit
satisfies the trace condition by continuity of the trace. O

Remark 3.7. The poset D,,, C) is not a lattice fom > 2; in fact, it does not even have least

upper bounds of bounded sets. For instanc& in

03 0 and 0.4 0.2
0 03 0.2 04
are two different minimal upper bounds of
0.3 0 and 0 0
0 0 0 03 )

Remark 3.8. For any increasing sequencelih,, A is the least upper bound if and onlyAfis

the topological limit of the sequence, with respect to the standard Euclidean topol@gy’dh

It follows, among other things, that a monotone functjpn D,, — D,, is Scott continuous

(i.e., preserves least upper bounds of increasing sequences) if it is topologically continuous. The
converse is not in general true; a counterexamplg is Do — D; which maps(‘g g) to

a/(1 —d)if d # 1, and to0 otherwise.

Remark 3.9. For a density matri><%’%> with B, C' # 0, we have

(51 = (51 = (51)
(G1)e () = (G1) e (E15)

The latter inequalities fail because the difference of the two matrices has null entries on the
diagonal, and thus can be positive only if the corresponding non-diagonal entries also vanish.

4. Quantum flow charts (QFC)

We now turn to the question of how to design a quantum programming language, and how to
define its semantics. One of the first issues that we are faced with is the choice of a conve-
nient syntax. Out of the many possibilities, we choose to represent progrdiow abarts also
known ascontrol flow diagramsHowever, unlike traditional flow charts for imperative program-
ming languages, our flow charts have a more “functional” flavor; in our setting, commands act
by transforming specific inputs to outputs, rather than by updating global variables. Thus, we
combine the language of control flow with some elements of data flow.

In this section and the next one, we describe the syntax of flow charts, and we introduce their
semantics informally. The formal semantics is given in Section 6. Some alternative language
choices are discussed in Section 7.
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input b, ¢ : bit

b, c : bit

Fig. 1. A simple classical flow chart

4.1. Classical flow charts

The concept of a flow chart in “functional style” is best illustrated by giving some examples. Itis
instructive to consider the classicak(, not quantum) case first. Consider the simple flow chart
shown in Figure 1.

Unless otherwise indicated by arrows, the flow of control is from top to bottom. Each edge is
labeled with a typing judgmeni.e., by a list of typed variables. These are the variables which
are available at that given point in the program. For simplicity, we consider only a single data
type for now: the typéit of a classical bit (also known as the type of booleans). In the example
in Figure 1, no variables are created or disposed of, so each edge is labeled with the same typing
judgmentb, ¢ : bit.

This program fragment inputs a pair of bits, performs a conditional branch and some updates,
and then outputs the pé(b, ¢). The semantics of this program can be described as a map from
its inputs to its outputs. Specifically, the map computed by this program is:

00 — 00
01 — 01
10 —~ 00
11 ~ 10

The stateof the program, between instructions, is given by a paip), wheree is an edge
of the flow chart (thought of as thgrogram countey, andp is an assignment of values to the
variables with whicte is labeled.

An important observation is that the two components of the state, instruction pointer and value
assignment, are fundamentally of the same nature. Thus, the instruction pointer could be thought
of as a variable (and indeed, in most hardware implementations, it is represented by a machine
register). Conversely, the content of a boolean variable can be thought of as encoding a choice
between two alternative control paths. For example, an edge labeled with a boolean variable
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input b, ¢ : bit 00 01 10 11
ala e |o
\\ (* branchb )
o o o o M Mo
0 |0 |C|D
K (xb:=cx)
[e] o]
A|B |0 |0 c |0 |0 |D
/ (xc:=0x)
(o] o]
C |0 |D |0
S S
(* merge x)

A+C‘ ‘B‘D‘O
OUtpUtb,C:bit 00 01 10 11

Fig. 2. Classical flow chart from Figure 1, with boolean variables expanded

can be equivalently replaced by two parallel (unlabeled) edges, corresponding to the stétes

andb = 1, respectively. Similarly, an edge labeled with two boolean variables can be replaced
by four parallel edges, corresponding to the four possible séte81, 10, and11, and so on.

In this way, each classical flow chart can be transformed into an equivalent (though much larger)
flow chart that uses no variables. After such a transformation, each conditional branch has a
predetermined outcome, and each assignment corresponds to a jump to the appropriate parallel
component. To illustrate this point, the expansion of the flow chart from Figure 1 is explicitly
shown in Figure 2. Here, the four entrance points of the expanded program correspond to the
four possible pairs of boolean inputs of the original program, and the four exit points correspond
to the four potential pairs of boolean outputs.

It is this connection between control and classical state, namely, the fact that a control edge
labeled with a tuple of classical variables can be replaced by a number of parallel control edges,
which we mean when we say “control is classical”. We will see later that a similar observation
does not apply to quantum data; quantum data is of a fundamentally different nature.

4.2. Probabilistic view of classical flow charts

Consider again the flow chart from Figure 2. We will describe an alternative view of its se-
mantics. This time, imagine that one of the four possible entrance paint81, 10, or 11 is
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selected randomly, with respective probabiliti¢s B, C', and D. Then we can annotate, in a
top-down fashion, each edge of the flow chart with the probability that this edge will be reached.
In particular, any edge that is unreachable will be annotated with “0”. The resulting annotation
is shown in Figure 2. We find that the probabilities of the final outcof®01, 10, and11
areA + C, B, D, and0, respectively. In this way, each program gives rise to a function from
tuples of input probabilities to tuples of output probabilities. In our example, this function is
F(A,B,C,D)=(A+C,B,D,0).

Note that our original reading of a flow chart, as a function from inputs to outputs, is com-
pletely subsumed by this probabilistic view. For instance, the fact that theinpatmapped to
10 is easily recovered from the fact th&t0, 0,0,1) = (0,0, 1,0).

In practice, it is usually preferable to think of a small number of variables rather than of a
large number of control paths. Therefore, we will of course continue to draw flow charts in the
style of Figure 1, and not in that of Figure 2. However, the preceding discussion of probabilities
still applies, with one modification: each edge that is labeled wittoolean variables should be
annotated by a tuple @ probabilities, and not just a single probability.

4.3. Summary of classical flow chart components

The basic operations for boolean flow charts are summarized in Figure 3.IHdexotes an
arbitrary typing context, and and B denote tuples of probabilities with sum at most 14land
B are tuples of equal length, we use the notafidnB) to denote the concatenation.éfandB.

We distinguish between thabel of an edge and itannotation A labelis a typing context,
and it is part of the syntax of our flow chart language.&motationis a tuple of probabilities,
and it is part of the semantics. We use the equality symbditb separate labels from annota-
tions. Thus, Figure 3 defines both the syntax and the semantics of the language. Note that the
statement of the rules makes use of the indexing convention of Section 3.2, because the order of
the probabilities in each tuple is determined by the lexicographical ordering of the corresponding
states.

There are four rules in Figure 3 that have not been discussed so far: “new” allocates a new
variable and initializes it t®, “discard” deallocates a variable, “initial” creates an unreachable
control path (this was usexlg.in Figure 2), and “permute” is a dummy operation which allows us
to rearrange the variables in the current typing context. Note that the statement of the “permute”
rule uses the operatid@? on permutations which was defined in Section 3.2.

It is interesting to note that, although we have not imposed a block structure on the uses of
“new” and “discard”, the typing rules nevertheless ensure that every allocated variable is eventu-
ally deallocated, unless it appears in the output. Also note that the “initial” node is essentially a
0-ary version of “merge”.

Naturally, we will allow various kinds of syntactic sugar in writing flow charts that are not
directly covered by the rules in Figure 3. For instance, an assignment of thé ferm can be
regarded as an abbreviation for the following conditional assignment:
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Allocate bit: Assignment:
r=A4 b:bit,I' = (A, B) b: bit,I' = (A, B)
[newbitb = 0] [b=0] =
b:bit,I' = (A,0) b:bit,I'=(A+ B,0) b:bit,I' = (0,A+ B)
Discard bit: Branching:
b bit,T = (A, B) b:bit,I' = (A, B)
discardb
r=A+8B b:bit,I' = (A,0) b: bit,I" = (0, B)
Merge: Initial: Permutation:
le\/:B b1,...,bn,ZbitZAo,...,Aznfl
Q ? permute¢
I'=A+B = .
L + LF 0 b¢(1)7 ey b¢(n> : bit = A29”(0)7 ey A2¢(2n,1)

Fig. 3. Rules for classical flow charts

b,c:bit,I'=(A,B,C,D)

b,c: bit,T = (A,0,C,0)° @

) "b,c:bit,T = (0, B,0, D)
b:=0]
b,c:bit,F:(A#—C,0,0,mo;/b,c:bit,F: (0,0,0, B+ D)

lac; bit,T' = (A + C,0,0, B+ D)

‘b:zl‘

4.4, Quantum flow charts

Quantum flow charts are similar to classical flow charts, except that we add a neghigpe

of quantum bits, and two new operations: unitary transformations and measurements. A unitary
transformation operates on one or more quantum bits; we write- S for the operation of
applying a unary quantum gafeto the quantum bit. Note that this operation updatgesthe
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NAN* +D|0

: gbit =
p,q :qol ( 0 0

outputp, g : gbit

)

outputp, q : gbit

Fig. 4. A simple quantum flow chart

notation is analogous to the notatibn= 1 for classical assignment. For the application of a
binary quantum gat§ to a pairp, ¢ of quantum bits, we use the notatipyy = S, and so forth

for gates of higher arity. Sometimes we also use special notations syci-asl for ¢ x= N,

andq @= p for p, ¢ x= N,, whereN and N, are the not- and controlled not-gate, respectively.

The second new operation, the measurement, is a branching statement since it can have two
possible outcomes.

Note that we give the namgbit to the type of qubits, thus dropping the letter “u”. We do
this for the sake of brevity. Note that there is a long tradition in computer science of such ab-
breviations; for instance, many programming languagesuaséfor the type of booleans, thus
dropping the final “e” from George Boole’s name.

As a first example, consider the simple flow chart shown in Figure 4(a). This program fragment
inputs two quantum bitp and ¢, measure$, and then performs one of two possible unitary
transformations depending on the outcome of the measurement. The output is the modified pair
b, q.

The behavior of a quantum flow chart can be described as a function from inputs to outputs.
For instance, in the flow chart of Figure 4(a), the inja) leads to the outpy61), and the input
% |00)+% |01) leads to the outpu% \00)+% |01). However, due to the probabilistic nature
of measurement, the output is not always a pure state: for example, the&gﬁ;ﬁﬂ} + % |10)
will lead to the output300) or |01) with equal probability. We can represent this outcome by
the mixed state {|00)} + 3 {|01)}.

As the example shows, the output of a quantum flow chart is in general a mixed state. We may
take the input to be a mixed state as well. Thus, the semantics of a quantum flow chart is given as
a function from mixed states to mixed states. To calculate this function, let us use density matrix
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notation, and let us assume that the input to the program is some mixed state

- (34)

where each ofd, B, C, D is a2 x 2-matrix. Recall that the indexing convention of Section 3.2
prescribes that the rows and columnsidfare indexed by the basic state@, 01, 10, and11
in this respective order. We can now decorate the flow chart in top-down fashion, by annotating
each edge with the mixed state that the program is in when it reaches that edge. The resulting
annotation is shown in Figure 4(b). The semantics of the entire program fragment is thus given
by the following function of density matrices:

F(A|B)_<NAN*+D|O>

c|p ) 0 [0 )

Note that we have followed our usual convention of normalizing all density matrices so that
their trace equals the probability that the corresponding edge is reached. This convention has
several nice properties: First and foremost, it ensures that the annotation of each edge is a lin-
ear function of the input. In particular, the merge operation (the joining of two control edges)
amounts to a simple matrix addition. The normalization convention also implies that the traces
of the matrices along any horizontal section of the flow chart add tgaesuming that the trace
of the input matrix isl).

Another interesting observation about the program in Figure 4 is that if the input is a pure
state, then the states along each of the two branches of the measurement continue to be pure.
Unitary transformations also preserve pure states. It is finally the merge operation, denoted by a
small circle ‘©”, which combines two pure states into an impure state. Thus, the source of impure
states in a quantum system is not the measurement operation (as one might have thought), but
rather the merge operatioig., the erasure of classical information.

4.5. Summary of quantum flow chart operations

The operations for basic quantum flow charts are summarized in Figure 5. As before, we dis-
tinguish between th&abel of an edge and itannotation The label is a typing context, and

it is part of the syntax of the language. The annotation is a density matrix, and it is part of the
semantics. Quantum bits can be allocated and discarded; here it is understood that allocating a
quantum bit means to request an unused quantum bit from the operating system. Such newly
allocated quantum bits are assumed to be initializef@YoUnitary transformations and mea-
surement were discussed in the previous section, and “merge”, “initial”, and “permute” are as for
classical flow charts. The permutation rule again uses the nottiérom Section 3.2.

4.6. Detour on implementation issues

We briefly interrupt our description of quantum flow charts to contemplate some possible im-
plementation issues. It is understood that no actual quantum hardware currently exists; thus any
discussion of implementations is necessarily speculative. But as outlined in the introduction, it
is useful to keep in mind a hypothetical hardware device on which the language can be imple-
mented. Following Knill (1996), we imagine that practical quantum computing will take place on
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Allocate qubit: Unitary transformation:

A g:gbit, =A

[a+=5]

q:qbit,T = (S® NA(S® )"

r=
new gbitg := 0

. A0
: I'=
7ot <ﬂ?>

Discard qubit:

. A|B

Measurement:

T—A+D q.qbit,F—(
Merge: Initial: Permutation:
F—,\/—B quy- -, G QoI = (ais) i
Q ? permute¢
I'=A+B I'=0 .
+ 4p(1)s - Ae(ny * APIt = (@20 (4,26 (4))is

Fig. 5. Rules for quantum flow charts

a QRAM machine, which consists of a general-purpose classical computer controlling a special
quantum hardware device which provides a bank of individually addressable quantum bits. The
classical computer determines the sequence of elementary quantum operations (built-in unitary
gates and measurements) to be performed by the quantum device.

To make the quantum device available to user programs, we further imagine that the operating

system provides a number of services. One of these services is access control. The operating (4o, - -
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vidually. However, for the purpose of this theoretical discussion, we are not too concerned with
such implementation details. What is important is the interface presented to user programs by
the operating system. In particular, the above discussion is intended to clarify the operations of
“allocating” and “discarding” qubits; clearly, these concepts do not refer to physical acts of cre-
ation and destruction of qubits, but rather to access control functions performed by the operating
system.

We have mentioned several instances in which the operating system resets or initializes a
qubit to 0. This is indeed possible, and can be implemented by first measuring the qubit, and
then performing a conditional “not” operation dependent on the outcome of the measurement.
The following program fragment illustrates how an arbitrary qylziain be reset to:

4.7. Combining classical data with quantum data

We observed in Section 4.1 that classical data can be equivalently viewed in terms of control
paths. Since our quantum flow charts from Section 4.4 already combine quantum data with con-
trol paths, there is nothing particularly surprising in the way we are going to combine classical
data with quantum data. The combined language has two data bipesdqgbit. Typing con-

texts are defined as before. For the semantics, observe that an edge which is labeled with
bits andm qubits can be equivalently replaced ®y edges which are labeled with qubits

only. Thus, astatefor a typing contexi” containingn bits andm qubits is given by & ™-tuple

., Aan_1) of density matrices, each of dimensi@f x 2™. We extend the notions of

system keeps a list of quantum bits that are currently in use by each process. When a process trace, adjoints, and matrix multiplication to tuples of matrices as follows:

requests a new qubit, the operating system finds a qubit that is not currently in use, marks that
qubit as being in use by the process, initializes the conteni@)tand returns the address of
the newly allocated qubit. The process can then manipulate the qubit, for instance via operating

system calls which take the qubit’s address as a parameter. The operating system ensures that

processes cannot access qubits that are not currently allocated to them — this is very similar to
classical memory management. Finally, when a process is finished using a certain qubit, it may
deallocate it via another operating system call; the operating system will then reset the qubit to
|0), and mark it as unused.

In practice, there are many ways of making this scheme more efficient, for instance by dividing
the available qubits into regions, and allocating and deallocating them in blocks, rather than indi-

tr(Ao, ..., A2n_1) = Y, tra;
(Agy .oy Asnn)* o= (Al A% ),
S(A07...7A27»,1)S* = (SA()S*,...7SA2rL,18*).

We often denote tuples by letters suchAsB, C, and as before, we use the notatioh, B)
for concatenation of tuples, # and B have the same number of componentsA |fB, C, D are
tuples of matrices of identical dimensions, then we write

(t5)
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o denote the tuple whoséh component is( A; | B ) whereA; is theith component of (via duplication of a reference to a qubit), but can lead to errors at run-time (for instance when a

. . Ci | Di ) . unitary operation is applied to multiple copies of the same qubit).
etc. In this way, we use componentwise notation both along the “tuple dimension” and along the

“matrix dimension”.

Flow charts are acyclic graphs whose edges are labeled with typing contexts, and whose nodes
are of the types shown in Figures 3 and 5. A flow chart may have any number of global incoming
(input) and outgoing (output) edges.

An annotationof a flow chart is an assignment of a matrix tuple to each edge, consistent with
the rules of Figures 3 and 5. Here it is now understood thd®, C, D denote matrix tuples of
the correct dimensions determined by the corresponding typing context. For reasons that will be
explained in Section 5.3, we allow flow charts to be annotated with arbitrary matrices, and not
just density matrices.

The annotation of a flow chart is uniquely determined by the annotation of its input edges, and
can be calculated in a top-down fashion. The semantics of a flow chart is given by the function
which maps each annotation of the input edges to the resulting annotation of the output edges.
By inspecting the rules in Figures 3 and 5, we observe that this function is necessarily linear.
Moreover, it takes adjoints to adjoints, and thus it preserves hermitian matrix tuples. Moreover,
this function preserves positivity, and it preserves trace, in the sense that the sum of the traces \ye give some examples of flow charts that can be built from the basic components.
of the inputs is equal to the sum of the traces of the outputs. Intuitively, the last property reflects
the fact that the probability of entering a program fragment is equal to the probability of leaving
it. When we introduce loops into the flow chart language in Section 5, we will see that the trace
preservation property no longer holds: in the presence of loops, some programs have a non-zero
probability of non-termination. For such programs, the trace of the outputs will in general be less
than the trace of the inputs.

Formally, our system has the property that within any given typing context, syntactically dis-
tinct variables refer to distinct objects at run-time. In particular, in the rule for unitary transforma-
tions in Figure 55 stands for a list oflistinctvariables. This takes care of the requirement that
“multi-qubit operations need distinct physical locations”, in the words of Be#¢iil. (2001,
footnote 9). As a consequence, a well-typed program in our language can never produce a run-
time error. This property remains true in the presence of loops and recursion, which will be
introduced in Section 5, and in the presence of structured types, which will be introduced in
Section 7.3.

4.9. Examples

Example 4.1. The first example shows how a probabilistic fair coin toss can be implemented,
i.e, a branching statement which selects one of two possible outcomes with equal probability.
Remark. By working with tuples of matrices, we separate the classical data (“tuple dimension”)
from the quantum data (“matrix dimension”). Formally, it is possible to suppress this distinc-
tion by identifying a tuple of matrice€Ao, ..., Ax_1) with the single block matrix which has

Ay, ..., Ax_1 along the diagonal, an@leverywhere else. This notation would leave all our op-
erations well-defined, but would incur the additional overhead of having to state explicitly which
matrix entries are assumed to be 0. This is analogous to the situation in functional analysis, where
an algebra of functions may be represented as an algebra of commuting diagonal operators. How-
ever, we do not currently find a conceptual or formal advantage in working with block matrices,
and thus we stick to the “tuples of matrices” formulation.

4.8. Static typing and the no-cloning property

By the well-knownno-cloning propertyit is not possible to duplicate a quantum bi,, there is

no physically meaningful operation which map#0) + 3 |1) to (a|0)+5|1)) ® (a|0) 4+ 5]1)).
Semantically, this is immediately clear, as this operation is not linearand 3, and thus can
never be the denotation of any quantum flow chart. One interesting feature of our formulation
of quantum flow charts is that cloning is prohibited by fiyatax which means that compliance
with the no-cloning property can be checked statically when the programitien, rather than
when it isrun. This is an improvement over other formalisms (Knill 19@Bmer 1998; Sanders Here, H is the Hadamard matrix introduced in Section 3.3. Coin tosses with probabilities other

and Zuliani 2000; Bettelli, Calarco, and Serafini 2001), where cloning is syntactically allowed ~ thans can be implemented by replacidfj with some other appropriate unitary matrix.




Towards a Quantum Programming Language 25

Peter Selinger 26

Example 4.2. The next example shows the correctness of a program transformation: a measure- Example 4.5. This example shows that if a program fragméhthas an outgoing edge which

ment followed by deallocation is equivalent to a simple deallocation.

@) e

I'=A+D

I'=A+D

The correctness of this program transformation is of course due to the fact that the “discard”
operation already has an implicit measurement built into it.

Example 4.3. This example shows how to define a “rename” operation for renaming a variable
of typeqbit. The given implementation is not very efficient, because it involves the application of

is reached with probabilit, then this edge can be eliminated. Here we have used an obvious
abbreviation for multiple “discard” and “new” nodes.

Example 4.6. The next example shows something more interesting: it is possible to collapse
a quantum biy by means of a coin toss, without actually measuignghe coin toss can be

a quantum gate. In practice, a compiler might be able to implement such renamings by a pointer implemented as in Example 4.1. LBt= ¢ : gbit, I"’.

operation with minimal runtime cost.

qg:qbit,T'=A
renamep <« q is definable as
b=
p:qbit,T'=A

Of course, variables of typait can be similarly renamed. We will from now on use the rename
operation as if it were part of the language.

Example 4.4. This example formalizes a point that was made in Section 4.1: a control edge la-
beled with a classical bit is equivalent to two parallel control edges. In other words, the following
two constructions are mutually inverse:

[newbitb := 0]  [new bith:= 1]
0 1
. . b: bit,I' = (A,0) b: bit,I' = (0, B)
b:bit,I' = (4,0) :bit,T' = (0, B)

\ discardb \

r-a)

\ discardb \

=5

Lb:bit,l“: (A, B)

This example shows that it is possible for two programs to have the same observable behavior,
despite the fact that their physical behavior is obviously different. In particular, the correctness
of the left program depends critically on the fact that the outcome of the coin toss is “forgotten”
when the two control paths are merged.

To understand this example, it is helpful to consider what each of these programs would do
when run in the pure stateu*, whereu = £ |0) + 2 [1). In this caseA = &%, B = C' = £,
andD = % The left program will leave the state unchanged with probahility; and perform
a phase change with probability2. Thus, it ends up in the mixed stage{2 [0) + 2 1)} +
1{2]0) — £|1)}. The right program simply measures the qubit, leading to the mixed state
2 {|0)} + & {|1)}. The point of the example is that these two different mixed states correspond
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to the same density matrix, and thus they are indistinguishable:
9 12 9 —12 9 9
1losas | L[ 25 25 | _[25 0 O(LO0) 160007 (250
2\ 12 16 2\ z12 16 o0 25 25 0 L
25 25 2 5 25 25

Note that, if the outcome of the coin toss is known to some outside obsergetq someone
who has been eavesdropping), then it is possible, for this outside observer, to restore the initial
state of the left program from its final state, simply by undoing the conditional unitary operation.
On the other hand, the initial state of the right program is irretrievably lost after the measurement.
This apparent paradox is due to the fact, as discussed in Section 3.5, that a mixed state is a
description of ouknowledgeof a physical state, rather than of a physical state itself. The two
program fragments are equivalent in the sense that they will behave in the same way as part of
any larger program, not in the sense that they cannot be distinguished by an outside observer with
privileged knowledge. It is precisely for this reason that the theoyuaihtum communication
i.e., of guantum programs which interactive input and output, is much more complicated than the
theory of closed-world programs considered in this paper.

Example 4.7. This example shows that the discarding of a quantum bit can always be postponed.
Thus, the following two flow charts are equivalent, provided tkias a flow chart not containing

q.

q : gbit, Ty q:gbit, T, q:qbit,I'y --- q:qbit, T,

Iy % q : gbit, A, q : gbit, A,
‘ X discardg | --- [discardg |

Ay Ay, Ay A

This can be easily shown by induction on flow charts. Note that this observation implies that
there is effectively no difference between “discarding” a quantum bit and simply “forgetting”
the quantum bit (by dropping any reference to it). In particular, it is not observable whether
a “forgotten” quantum bit has been collapsed or not. This is true even if the quantum bit was
entangled with other data in the computation — but only as long as no information about the
collapsed quantum bit is leaked back to the program, not even via a third party such as the
operating system. Because of the possibility of such unintended leaks, the discard operation
should in practice always be implemented via an explicit collapse of the kind discussed at the
end of Section 4.6.
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5. Loops, procedures, and recursion
5.1. Loops

A loopin a flow chart is constructed as in the following illustration:

()]

() [ - -

Here X stands for an arbitrary flow chart fragment witht 1 incoming andn + 1 outgoing
edges. After adding the loop, there arencoming andn outgoing edges left. The semantics of
loops is initially defined by “infinite unwinding”. The above loop is unwound as follows:

Fu(4) X j
. Faa Fpi (A)
Fi1(A) + FiaFa1(A) I
7 Foo Foy Foy (A)
(x6)  G(A) .

Here, we have simplified the typesetting by representing potential multiple parallel control
edges by a single line. Thugl = (A4,...,A,) denotes a tuple of input matrices. We can
decorate the unwound diagram with states in the usual top-down fashion. Specifically, suppose
that the semantics oX is given by the linear functiod’(A+, ..., A4,,B) = (C,...,Cn, D).

We can split this function into four componentsy,, Fio, Fb1, and Fy such thatF'(A,0) =
(F11(A), F»1(A)) and F(0, B) = (F12(B), F22(B)). Then we can label the states of the un-
wound loop diagram as shown in the illustration above. We find that the state at the edge (or
tuple of edges) labele@x) is given by the infinite sum

G(A) = Fii(A) + Y Fia(F(Fn (A))).

=0

@

This formula is similar to the execution formula of Girard’s Geometry of Interaction (Girard
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- - b
@ proct: (inputy. g - abi) v N
p.q: qbit a : gbit g
a : gbit
a,b : gbit a: gbit
p,q: qbit inputa, b
discardp Procl
. . outputlc, d output2a
p,q : qbit q : gbit
\LC, d : gbit L—/

[outputlp,q : qbit] [outputh : qbit]

Fig. 6. A procedure and a procedure call

1989). We will see in Section 6 that this sum indeed always converges. Furthermdrés if
positive, then so i&/(A4), and trG(A) < tr A.

An interesting point is that the inequality of traces may be stiiet, it is possible that
trG(A) < tr A. This can happen if there is a non-zero probability that the loop may not ter-
minate. In this case, the probability that the program reaches(statés strictly less than the
probability that it reaches stafe).

Note that the formula (1) allows us to calculate the semantics of the loop directly from the
semantics of{, without the need to unwind the loop explicitly. This is an example of a compo-
sitional semantics, which we will explore in more detail in Section 6.

5.2. Procedures

A procedurds a flow chart fragment with a name and a type. Consider for example the procedure
Procldefined in Figure 6(a). This procedure has one entrance and two possible exits. The input
to the procedure is a pair of qubits. The output is a pair of qubits when exiting through the first
exit, or a single qubit when exiting through the second exit. The type of the procedure captures
this information, and it is

Procl: gbit x gbit — gbit x gbit; gbit.

Here, it is understood that<” binds more tightly than {". In general, the type of a procedure
is of the formI’ — I', whereT', " are lists of products of basic types. Most procedures have a
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box. The order of the parameters is significant, and they are subject to one important restriction:
the parameters corresponding to any one procedure entrance or exit naistirbgt Thus, we
cannot for instance invokeroclwith parameterga, a).

We do not require that the names of the actual parameters match those of the formal parame-
ters. For instance, in Figure 6, the actual parametgrsorrespond to the formal parameterg
in the input of the procedure. We do not even require that the actual parameters must match the
formal parameters consistently: for instance, the formal parameterresponds to the actual
parameteb in the input, but taz in the second output. This is not important, as the compiler can
implicitly insert renaming operations as in Example 4.3.

In general, a procedure may be called in a context which contains other variables besides
those that are parameters to the procedure call. For instance, the procedure of Figure 6(a) can be
invoked in the presence of an additional typing coniéeass follows:

J{a, b:qbit, T’
inputa,b
Procl
outputle, d output2a
c,d:qbiLTl la:qbit,F

Here, the sef' of unused variables must be identical for all inputs and outputs of the procedure
call. Intuitively, the variables il are “not changed” by the procedure call; however, in reality, the
behavior is more subtle because some of the variablesKraright be quantum entangled with
the procedure parameters, and thus may be indirectly affected by the procedure call. However,
we will see that the semantics of procedure calls is nevertheless compositienalnce the
behavior of a procedure is known in the empty context, this uniquely determines the behavior in
any other context.

5.3. Context extension

Before we can fully describe the semantics of procedure calls, we first need to explore the con-
cept ofcontext extensigrby which we mean the addition of dummy variables to a flow chart.
Recall that the semantics of a flow chaftis given by a linear functiod” from matrix tuples to
matrix tuples, as discussed in Section 4.7. This situation is shown schematically in Figure 7(a). In
general X may have several incoming and outgoing control edges, but for simplicity we consider

single entrance and a single exit, but there is no general reason why this should be so; we allow the case where there is only one of each.

procedures with multiple entrances as well as multiple exits.
Figure 6(b) shows an example of a call to the procedrrozljust defined. The example il-

Now suppose that we modify the flow chakt by picking a fresh boolean variableand
adding it to the context of all the edges &f. The result is a new flow chaX,, which is

lustrates several points. The procedure call respects the type of the procedure, in the sense that it schematically shown in Figure 7(b). We claim that the semantics of the modified flonXhart
has as many incoming and outgoing edges as the procedure, and the number and type of param-is given byG (A, B) = (F(A), F(B)). This is easily proved by induction on flow charts: all the
eters matches that of the procedure. The actual parameters are named inside the procedure callbasic components have this property, and the property is preserved under horizontal and vertical
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(a) (0) (c) (a)
e .~ [ A|B X: X:
r=A b:bit,I' = (A, B) q.qblt,F_<€~E>
X Xb Xq
I' = F(4) b bit,I” = (F(A), F(B)) q: qbit, T = (F(A) F(B)> p:q - abit
F(O)| (D) new gbitr := 0
Fig. 7. Context extension pyq : it p:g,7 : gbit
q,r %= H,
composition and under the introduction of loops. Intuitively, since the vartatees not occur P, g, - gbit
in X, its value is neither altered not does it affect the computatiafi.of input g, .. - it
Analogously, we can modifX’ by adding a fresh quantum varialj¢o all its edges, as shown X v
schematically in Figure 7(c). Then the semantics of the modified ghais given by the function output
q,7 i
’ ps g,y s : qbit
G(A|B):(F(A)|F(B) p,q,r : gbit
C|D FC)|FD) )’
| | [a5= s abi
This, too, is easily proved by induction. g,r : gbit '
p7 17 : L . 7‘
Remark 5.1. At this point, we should make the following interesting observation. Note that, if discardr p,q,T, s : gbit
A|B . . . .
< 1D ) is a density matrix, then so areandD, but not necessarily3 andC. In fact, up p,q : qbit
_ _ . _ ¢ ps g,y s : qbit
to a scalar multipleB may be completely arbitrary. If the functidn had been defined only on p.q : gbit
density matrices, thef’(B) and F'(C) would be in general undefined, and thaswould be e ———
undefined. This is the reason why, in Section 4.7, we defined the semantics of a flow chart to be P, q, 7 : qbit
a function on arbitrary matrices, and not just on density matrices, as one might have expected. it - abit
However, this remark is only of notational, not of fundamental, importance. By Remark 2.1, parid
the density matrices spa”*™ as a complex vector space. Sinkeis a linear function, this
implies thatF' is already determined by its value on density matrices. Thus, the facEtimt p,q,7 : gbit
given as a function on all matrices conveys no additional information.
S P4 gbit
5.4. Semantics of non-recursive procedure calls . abi
p,q : gbit
The intended semantics of a non-recursive procedure call is that of “inlining”: a procedure call

should behave exactly as if the body of the procedure was inserted in its place. Before the pro-

cedure body can be inserted, it needs to be transformed in two steps: first, appropriate renamings Fig. 8. A recursive procedure and its unwinding

(as in Example 4.3) need to be inserted to match the formal parameters with the actual ones.

Second, the context of the procedure body needs to be extended in the sense of Seétn 5.3,

all variables in the context of the procedure call that are not parameters must be added as dummy

variables to the procedure body. If necessary, the local variables of the procedure body must be A procedure is recursive if it invokes itself, either directly or indirectly. An example of a recursive

renamed to avoid name clashes with these dummy variables. procedure is shown in Figure 8(a). Before reading on, the reader is invited to figure out what this
The semantics of a procedure call can be computed compositionallyvithout having to procedure does.

do the actual inlining. Namely, the renaming step does not affect the semantics at all, and the  The intended semantics of recursive procedures is given by infinite unwinding, similar to the

semantics of the context extension step can be computed as in Section 5.3. way we treated loops. Unwinding the procediirérom Figure 8(a) yields the infinite flow chart

5.5. Recursive procedures
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shown in Figure 8(b). This example demonstrates that the unwinding of a recursive procedure
may lead to a flow chart with an unbounded number of variables, as new local variables are in-
troduced at each level of nesting. The typing conventions enforce that such qubits will eventually
be deallocated before the procedure returns.

To compute the semantics of a recursive procedure, we could, in principle, annotate its infinite
unwinding with states just as we did for loops. However, since the number of variables keeps
increasing with each nesting level, this would require writing an infinite number of larger and
larger matrices, and the computation of the resulting limits would be rather cumbersome. There-
fore, we skip the explicit annotation and move on to a more denotational (and more practical)
approach to calculating the semanticsXof

To find a good description of the unwinding process, let us w¥it&) for the flow chart which
is the same aX, except that it has another flow chaftsubstituted in place of the recursive call.

We can then define thigh unwinding ofX to be the flow chart’;, whereYj is a hon-terminating
program, and’;+1 = X (Y;).

Now let us writeF; for the semantics of the flow charf just defined. By compositionality,
the semantics oK (V") is a function of the semantics &f. If ® denotes this function, then we
can recursively computé&; for all i via the claused, = 0 and F;;, = ®(F;). Finally, it is
natural to define the semantics ®fto be the limit of this sequence,

G= 1-13& F;. 2
The existence of this limit will be justified in Section 6. For now, let us demonstrate the use of
this method by computing the denotation of the sample flow chart from Figurei8=lfa ;;).;,
then we find

ago apr 00 ago apr 0 O apo agr 0 0
ajpg ail 00 _ aipg ail 00 _ ayp a1l 0 0
Fl(A)_ 0 000 FQ(A)_ 0 0 (1,220 ) F3(A)_ 0 0 a9 0 )
0 000 00 00 0 0 0 jass
ago ao1 0 0 ago ao1 0 0
aip an 0 0 aip an 0 0
F4(A) = 0 0 ag + ia33 0 ’ F5 (A) = 0 0 age + iagg 0 ’
0 0 0 Lass 0 0 0 3433 + $as33
Qoo ao1 0 0
aiop ain 0 0
FG(A) = 0 0 ao—+ %(133 + %ﬁagg 0 )
0 0 0 %%3 + éass
and so forth. The limit is
apo o1 0 0
| a0 ann 0 0
G(4) = 0 0 a2+ %ass 0
0 0 0 2ass

and this is the denotation of. Note that, in this example, &(A) = tr A, which means this
particular procedure terminates with probability 1. In general, it is possible thgiy < tr A.
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(a) (b) () A:

o a7 b

Fig. 9. Loops from recursion

5.6. Recursion vs. loops

It is possible to encode loops in terms of recursion. Namely, the loop in Figure 9(a) can be
expressed as the procedure call (b), whérie defined recursively as in (c). On the other hand,
recursion cannot in general be encoded in terms of loops. This is because recursive procedures
can allocate an unbounded number of variables.

6. Formal semantics

In this section, we give a more systematic and formal treatment of the semantics of quantum
flow charts. We justify the well-definedness of the various constructions that were introduced
informally in Sections 4 and 5, and in particular the existence of the limits in equations (1) and
(2). We also consider a more abstract view of the semantics in ter@®@-enriched traced
monoidal categories.

6.1. Signatures and matrix tuples

As outlined informally in Section 4.7, the denotation of a flow chart is given as a certain linear
function from matrix tuples to matrix tuples. We begin our formal semantics by defining the
spaces of such matrix tuples.

A signatureis a list of non-zero natural numbess= n 1, ..., n,. To each signature we asso-
ciate a complex vector space

V _ Cnl Xny % % Cnsxns
o = N .

The elements oF,, are tuples of matrices of the forrh = (A4, ..., As), where the number and
dimensions of the matrice$; are determined by. As before, we often use the lettets B, . . .

to denote elements &f,. We define the trace of a matrix tuple to be the sum of the traces of its
components:

trA = >, trA;.
We say that a matrix tupld € V,, is hermitian(respectivelypositive if A; is hermitian (respec-

tively, positive) for alli. We define the seb, C V, of density matrix tupleto be the obvious
generalization of the sd?,, of density matrices:

D, = {A €V, | Apositive hermitian and t4 < 1}.
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We extend the Lowner partial order to matrix tuples by lettihg— B if B — A is positive.
This makesD,, into a complete partial order with least eleméntCompleteness follows from
Proposition 3.6, together with the fact that, is a closed subset @,,, x ... x D,,_.

Definition (Special signatures). Several signatures have special names; we write

bit = 1,1
gbit = 2
I =1
0 = ¢ (the empty list)

We call a signatursimpleif it is a singleton list. Thus, for examplegbit andI are simple,
whereadit ando0 are not.

6.2. The categoryvV’

Definition. The categoryV has as its objects signatures= n1, . .
to ¢’ is any complex linear functiof’ : V, — V..

., ns. A morphism fromo

Note thatV, as a category, is equivalent to the category of finite dimensional complex vector
spaces. However, we will later use the additional, non-categorical structure on objects to define
an interesting subcatego€y which has fewer isomorphic objects th&h

Let o @ o’ denote concatenation of signatures. Theh ¢ is a product and coproduct i,
with the obvious injection and projection maps. The co-pairing M@y : o ® ¢’ — 7 is
given by[F, G](A, B) = F(A) + G(B), and the pairing magF,G) : ¢ — 7 @ 7’ is given by
(F,G)(A) = (FA,GA). The neutral object for this biproduct is the empty signa€ure

Tensor product. I = ny,...,ns andr = mq,...

: ,my are signatures, thetensor product
o ® 7 is defined as

OCRQT =MN1M1, ..., NIMyg,y ooy MMM, ..., TgM.

Note that the components ef® 7 are ordered lexicographically. The operatiorextends to a
symmetric monoidal structure dvi with unit I = 1. The morphism part of the tensor product

is defined as in the category of vector spaces; thus, if c — 7 andG : ¢’ — 7/, then

F®G : c®0" — 7®7' is defined on a basis elemeti® B via (FRG)(A®B) = F(A)®G(B),

and extends to arbitrary elements by linearity. We note that this monoidal structure is gtict (

the associativity and unit morphisms are identity maps, rather than just isomorphisms). We also
have the following strict distributivity law:

(c@d)@T=(0@7)® (' ®T).

6.3. Superoperators

Definition (Completely positive operator, superoperator).Let F' : V, — V,. be a linear
function. We say that" is positiveif F'(A) is positive for all positived € V,,. We say that?
is completely positivéf id, ® F : V;g, — Vrg. IS positive for all signatures. Finally, F
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is called asuperoperatoif it is completely positive and satisfies the following trace condition:
tr '(A) < tr A, for all positiveA € V.

Remark 6.1. In the physics literature, superoperators are usually assumed to be trace preserving,
i.e, satisfying trf’(A) = tr A for all A (seee.qg.(Preskill 1998)). In our setting, it is appropriate
to relax this condition in view of possible non-termination of programs.

Example 6.2. To illustrate the concept of a completely positive operator, consider the following
three linear map$’; : Vo, — Va.

A(tn)=( 7)) mea)=0) »(a)-(00)

All three maps are linear, and thus morphismsvin Also, all three maps preserve trace and
hermitian matriceskt’ is not positive, because it maps a positive matrix to a non-positive matrix:
11

a(i)=(1)

Fy is positive, but not completely positive. Whilé; maps positive matrices to positive matrices,
the same is not true for yd» F5, for instance,

(idy ® Fy)

OO O
o= oo
S o= O
_ o oo

which is not positive. FinallyF’; is completely positive.

As we will see in Section 6.9, superoperators are precisely the functions which arise as the
denotations of quantum programs.

Lemma 6.3. The following hold in the categoiy:

(a) Identity morphisms are superoperators, and superoperators are closed under composition.

(b) The canonical injection®; : ¢ — o @ ¢’ andins : ¢/ — o @ o’ are superoperators, and if
F:0 — ¢’ andG : 7 — o' are superoperators, then sofi8,G] : c &7 — ¢’.

(c) fF:0 — o’ andG : 7 — 7’ are superoperators, thenso aléd G : 0 o’ — 7 ® 7’ and
FRG:0®@d 77,

(d) AmorphismF : ¢ — ¢’ is completely positive if and onlyid, ® F' is positive, for allsimple
signaturesr.

(e) LetS be a unitaryn x n-matrix. Then the morphisi : n — n defined byF'(4) = SAS*
is a superoperator.

(f) LetS; andS; ben x n-matrices such tha$; S, + 5552 = I. Then the morphism' : n —
n,n defined byF'(A) = (S1AS7, S2AS3) is a superoperator.

Proof. (a) and (b) are trivial. The first part of (c) follows from (b). For the second part of (c),
note thatF' ® G = (id,» ® G) o (F ®id,). The two component maps are completely positive by
definition, and they clearly satisfy the trace condition. For (d), only the right-to-left implication
is interesting. Any object can be written as a sum= 7, & ... ® 7y of simple objects. Then by
distributivity, id, ® F = (id-, ® F) @ ... @ (id,, ® F'), which is positive by assumption and (c).
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For (e), first note that ifd is positive, then so i§ AS*, and trSAS* = tr A. ThusF is positive
and satisfies the trace condition. To see that it is completely positive, note that for amy
identityn x n-matrix I, (id,, ® F)(A) = (I ® S)A(I ® S)*. ButI ® S'is unitary, thusig ® F
is again of the same form &8, hence positive. By (d), it follows thdt is a superoperator. For
(f), note thatF' preserves positivity and trace, thisis positive. The fact that it is completely
positive follows as in (e). ]

6.4. The categornQ

Definition. The categorf is the subcategory & which has the same objectséf and whose
morphisms are the superoperators.

By Lemma 6.3(a)—(c)Q is indeed a subcategory &f, and it inherits coproducts and the
symmetric monoidal structure froivi. However, unlikeV, the categoryQ does not have finite
products. This is because the diagonal morphfginid) : 7+ — 7 @ 7 does not respect trace,
and hence it is not a superoperator. However, the two projectionso © ¢/ — ¢ andmy :

o ® o’ — o are present Q.

Also note that the catego) distinguishes more objects than; for instance, the objects

bit @ bit = 1,1, 1,1 andgbit = 2 are isomorphic iV, but not inQ.

CPO-enrichment. Recall thab,, is the subset oV, consisting of density matrix tuplese.,
of positive matrix tuplesd with tr A < 1. Every superoperataf’ : V, — V, restricts to a
functionF' : D, — D.. We note that" respects the Lowner partial orderAfC B € D, then
B = A+ A’ forsomeA’ € D,, andthust'(B) = F'(A)+F(A’), which impliesF(A) C F(B).
Also, F' : D, — D, preserves least upper bounds of increasing sequences. This follows from
Remark 3.8 and the fact thdt, as a linear function on a finite-dimensional vector space, is
continuous with respect to the usual Euclidean topology. Thus, we obtain a forgetful functor
D : Q — CPO, from Q to the category of complete partial orders, which maps D, andF'
to itself.

If o ando’ are objects of), we can also define a partial order on the hom@ét, o'), by
letting F C G ifforall 7and allA € D.g,, (id; ® F)(A) C (id; ® G)(A).

Lemma 6.4. The poseQ(o, o’) is a complete partial order.

Proof. Let F;, C F; C ... be an increasing sequence of morphismKJitr,c’). Define
F : D, — D, as the pointwise limitF'(A) = \/, F;(A). By Remark 3.8F'(A) is also the
topological limit F(A) = lim; .o, F;(A), and it follows by continuity tha#" is linear on the
convex subseD, C V. Since, by Remark 2.1, spansV,, F' can be extended to a unique
linear functionF' : V,, — V,/, i.e, to a morphism ofV. F satisfies the trace condition and is
positive by construction. To see that it is completely positive, note that for any abgd any
B € D;go, (T®F)(B) = lim;_« (7 ® F;)(B), and hence @ F is positive for the same reason
asF.Thus,F : ¢ — ¢’ is amorphism of), and hence the desired least upper bourdj;. [

Also, the categorical operations (composition, co-pairing, and tensor) are Scott-continuous,
i.e, they preserve least upper bounds of increasing sequences. This @akés a CPO-
enriched category.
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Trace. Amonoidal traceon a monoidal categor§Q, &) is a natural family of operations
T‘rg,a’ : Q(J S U/ D T) - Q(Uv 0—/)7

subject to a number of equations (Joyal, Street, and Verity 1996; Hasegawa 1997; Selinger 1999).
A monoidal category with a monoidal trace is callett@&ed monoidal categoryA monoidal
trace is usually just called a “trace”, but we add the adjective “monoidal” here to avoid confusion
with the trace of a matrix as in Section 2.1.

The category is equipped with a monoidal trace for the monoid which is given by coproducts
@ (not for the tensor product). In fact, the construction of this monoidal trace is an instance of
a general construction which works in a@yP O-enriched category with coproducts.

To define the monoidal trace of a morphidh: ¢ ® 7 — ¢’ @ 7, we construct a family of
morphismsH; : ¢ ® 7 — ¢’ as follows. We letH, = 0, the constant zero function. For all
i, we defineH;1; = [id,, H; oing] o F. ThenH, T H,, becausdl, is the least element in
the given partial order. By monotonicity of the categorical operations (a conseque@d2@f
enrichment), it follows that/; C H,., for all i. Hence(H;); is an increasing sequence. Let
H =\/,H; : 0 ® T — ¢’ be the least upper bound. Finally, defiteF’ = H oin; : ¢ — ¢'.
Itis standard to check that this construction indeed defines a monoidaliteadbat it satisfies
all the necessary equations (Hasegawa 1997).

In more concrete terms, suppose thati o © 7 — ¢’ @ 7 has been decomposed into compo-
nentsty, : o0 — o', Foy : 0 — 7, Fio : 7 — o/, andFy : 7 — 7 as in Section 5.1. Then we
have

Hy(A,0

H1 (.47 0
ILI-Q(AA7 0

(4),

0,
I
F11(A) + FiaF21(A), ete,

)
)
)

so that

(Tr F)(A) = H(A,0) = Fiy(A) + Y Fia(Fiy(Fai(A))).
=0
Comparing this to equation (1) of Section 5.1, we find that the monoidal trace is precisely the
construction we need for the interpretation of loops. In particular, this justifies the convergence
of the infinite sum in equation (1).
We also note that the monoidal trace is related to the tersoy the following property: if
F:o®1— o ®7,andpis any object, then

Tr(Fop)=(TrF)®p.

Here it is understood that we identify the obje¢ts® 7) ® p and(c ® p) @ (7 ® p) (which
happen to be identical anyway). We can summarize this property together with distributivity by
saying that for any, the functor(—) @ p is a traced monoidal functor. We call a traced monoidal
category with this additional structuredstributively traced monoidal categary

6.5. The interpretation of flow charts

To each typed, we associate an objeftl] of the categoryQ. There are only two types, and
their interpretations are suggested by the names of the corresponding offjgdts: bit and
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[gbit] = gbit. To each typing context = z1:4;, ..
follows:

., Tn:Ay,, We associate an objeff] as

I =[A1] ® ... ®[Axn]
.;T,, is alist of typing contexts, we defif&] = [I',] @ ...® [[',]. Each

lrl lrg lF”

\ X

[re s

[X]: D] & ...

Further, ifl =T'y;..
quantum flow chart

is interpreted as a morphism

O] =[] ®...0]

in the category). The interpretation is defined by induction on the construction of the flow chart.

Atomic charts. The basic flow charts from Figures 3 and 5, with cofitexhpty, are interpreted
as the following morphisms.

Peter Selinger 40

(b)

Fig. 10. Some composite flow charts

Composite charts. Complex flow charts are built by combining simpler ones in one of the fol-

lowing ways:
— Adding variables (context extension):}f is obtained fromX by adding an additional con-
textI" to all the edges oK, then

[Y] = [X] ® [IT.
— Vertical composition: If4 is the vertical composition ok andY’, as in Figure 10(a), then
[A] = [Y] o [X].

— Horizontal composition: IfB is the horizontal composition of andY’, as in Figure 10(b),
then
[B] = [X]e[Y]
— Loops: IfC is obtained fromX by introducing a loop, as in Figure 10(c), then

[C] = Tx([X])

[newbitb := 0] = newhit: I — bit : a v (a,0)
[new gbitg := 0] = newqpbit: I — qgbit : a— (g 8)
[discardb] = discardbit: bit - I: (a,b) —a+b
[discardq] = discardgbit: gbit — I: (Z Z) —a+d
[b:=0] = sep: bit — bit : (a,b) — (a+b,0)
[b:=1] = sef: bit — bit : (a,b) — (0,a +b)
[q += 9] = unitaryg: gbit" — gbit™ : A SAS*
[branchd] = branch: bit — bit @ bit : (a,b) — (a,0,0,b)
. . . ab a0 00
[measurg] = measure gbit — gbit @ gbit : (C d) — ((0 0 ) , ( 0 d>)
[mergd = merge: IeI—1: (a,b) —a+b
[initial] = initial : 0—-1: )—o0
[permuteq] = permutg,: A1 ®...Q0 Ay — Ay1) ® ... Q Aym)

Here,permute, is the natural permutation map based on the symmetric tens®here is also

the trivial flow chart, consisting of one edge only, which is naturally interpreted as the identity
map, and the flow chart consisting of two wires crossing each other, which is interpreted as the

symmetry map for coproductBnq,iny]: o ®7 — 7 D o.

Two important results from the theory of traced monoidal categories ensure that this inter-
pretation is well-defined: first, every possible flow chart (not containing procedure calls) can be
build up from basic flow charts and the operations in Figure 10(a)-(c). Second, if there is more
than one way of constructing a given flow chart from smaller pieces, the equations of distribu-
tively traced monoidal categories guarantee that the resulting interpretations coimidbe
interpretation is independent of this choice.

Procedures and recursion. For dealing with procedures, we formally augment the flow chart
language with a sétt7, . .., Y,, of flow chart variables, each with a typé : A; — AL If Y; is
such a variable, then we allow the flow chart

|2a | A
Y;
[an 1A%
to be used as a basic component. We wkite- X (Y7,...,Y,) foraflow chartX which depends

onYy,...,Y,, a situation which is shown schematically in Figure 10(d). The interpretation of
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such anX is given relative to aenvironmenp, which is an assignment which maps each variable
Y; : A; — Al to a morphisnp(Y;) : o0, — o} of the appropriate type i. The interpretation
[X], of X with respect to an environmeptis given inductively, with base cag#’;], = p(Y;),
and inductive cases as before. In this way, each flow ciéxf, . .., Y;,) defines a function

Ox : Q(o1,07) X ... x Q(on,0h) — Q(r,7'),

which maps an environmept= (f1, ..., f») to [X],. An easy induction shows that this func-
tion is Scott-continuous; in fact, it is given by a term in the language of distributively traced
monoidal categories.

The interpretation of recursive procedures is then given by the solution of fixpoint equations. In
concrete terms, if the procedur®s, . . ., Y,, are defined by mutual recursion by a set of equations
Y, = X;(Y1,...,Y,), fori =1,... n,then their joint interpretation is given as the least fixpoint
of the Scott-continuous function

As a special case, let us consider the case of a single recursive protedieéned byY =
X (Y') for some flow charfX. In this case X defines a Scott-continuous function

(1>X : Q(U7 0/) - Q(Uv U,)'

The interpretatiorfY] will be given as the least fixpoint @ x. This fixpoint can be calculated
as the limit of an increasing sequenggC F; C ..., whereFy = 0, the constant zero function,
andF;1; = ®x(F;). We find that

Y] =\/F =lmF,

Comparing this to equation (2) of Section 5.5, we find that this least fixpoint is precisely the
required interpretation of the recursively defined procedure X (V). In particular, since least
fixpoints of Scott-continuous endofunctions on pointed complete partial orders always exist, this
justifies the convergence of the limit in equation (2).

6.6. Structural and denotational equivalence

The interpretation of quantum flow charts can be generalized from the catgdorgny category
which has the requisite structure.

Definition (Elementary quantum flow chart category). An elementary quantum flow chart
categoryis a symmetric monoidal category with traced finite coproducts, suchAhat(—)

is a traced monoidal functor for every obje¢t together with a distinguished objegibit and
morphisms : I @ I — gbit andp : gbit — I @ I, such thap o . = id. Here[ is the unit object
of the symmetric monoidal structure.

In an elementary quantum flow chart category, we define an diifect 7 @ I. Then the mor-
phismsnewbit discardbit set, set;, branch merge andinitial, needed in the interpretation of
atomic quantum flow charts, are definable from the finite coproduct structure. Furthermore, the
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morphismsnewqbit discardgbit andmeasurecan be defined in terms ofandp. The only ad-
ditional piece of information needed to interpret quantum flow charts in an elementary quantum
flow chart category is an interpretation of built-in unitary operators.

Consider a flow chart language with loops, no recursion, and a certain set of built-in unitary
operator symbols. LaE be an elementary quantum flow chart category, ang ke an assign-
ment which maps each built-imary operator symbob to a morphism) s : gbit” — gbit™ in
C. Then there is an evident interpretation of quantum flow charts, which mapseadh— I’
to a morphisn{XJ,, : [T] — [I"], defined inductively as in Section 6.5. Further, if the category
C is CPO-enriched, then we can also interpret recursively defined flow charts in it.

Definition (Structural equivalence, denotational equivalence) We say that two quantum flow
chartsX,Y : T' — I' arestructurally equivalentf for every elementary quantum flow chart
categoryC and every interpretation of basic operator symbol§X],, = [Y],. Further, X and
Y are said to belenotationally equivalerit [X] = [Y] for the canonical interpretation in the
categoryQ of signatures and completely positive operators.

Clearly, structural equivalence implies denotational equivalence, and the converse is not true.
Structural equivalence is essentially a syntactic notion: if two flow charts are structurally equiv-
alent, then one can be obtained from the other by purely symbolic manipulations, without any
assumptions about the behavior of the built-in unitary operators. For instance, the two flow charts
in Example 4.2 are structurally equivalent, as are those in Example 4.7. On the other hand, the
two flow charts in Example 4.6 are not structurally equivalent. Structural equivalence is probably
thesmallestreasonable equivalence which one might want to consider on flow charts.

Denotational equivalence, on the other hand, is a semantic notion. It captures precisely our
concept of “behavior” of quantum programs, fully taking into account the meaning of the built-
in operators. We should remark that, like any denotational notion of “behavior”, denotational
equivalence abstracts from some aspects of the actual physical behavior of a system; for instance,
issues like the running time or space usage of an algorithm are not modeled. Denotational equiv-
alence is only concerned with the probabilistic input-output relationship of programs. It is the
largestpossible equivalence on quantum flow charts in the following sendgdif: T' — IV are
not denotationally equivalent, then there exists a conéxt| (a flow chart with a “hole”) such
thatC[X] andC[Y] are of typel — bit, andC[X] evaluates t® with a different probability
thanC1Y].

6.7. Characterizations of completely positive operators and superoperators

We will now give some basic and well-known characterizations of superoperators. These results
will be used in Section 6.9 to prove that every superoperator arises as the denotation of a quantum
flow chart.

As before, lete; denote theith canonical unit column vector. The spaCé&*™ of n x n-
matrices has a canonical basis (as a vector space), consisting of the métgicese;e;. Any
linear functionF’ : C**™ — C™*™ is uniquely determined by its action on the basis elements.

Definition (Characteristic matrix, characteristic matrix tuple). Thecharacteristic matri>of
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a linear functiont” : C**™ — C™*™ is the matrixXp € C*™*™™ defined by F;(A) = U; AU}, henceF(A) = Y. U; AU} as desired. Finally, the implication (ii> (i) is
F(ED) |- | F(Ew) trivial. O
Xp = : : . Corollary 6.6. Two linear functionsF, G : C**" — C™*™ satisfy FF C G if and only if
F(Enl) — F(Enn) Xp C Xg. HereF C G is defined as in Section 6.4.
More generally, leb = n1,...,ns andr = m4,...,m, be signatures, and It : V,, — V; Next, we wish to characterize superoperatoes,completely positive operators which satisfy
be a linear function. We define thig-component off” to be the functionF’;; = m; o F o in; : the trace condition. We start with some preliminary observations. First, note that for any signature
Crixni —, C™i %™ Thecharacteristic matrix tuplef F is o, thetrace operatortr, : V, — Vy is a superoperator. We also call it teeasuremap, as it
corresponds to an erasure of (quantum and classical) information.
XF:(XFlu"-vXFua 7XF‘517"'7XFSt).

] ) ) o o ) ) Definition (Trace characteristic matrix tuple). Thetrace characteristic matrix tuplef a linear
Note that if 7' : V,, — V. is a linear function, its characteristic matrix tuple is an element functionF : V. — V. is defined to béc}") = Xu.or € V5, i.e, the characteristic matrix tuple
. o T - -0 oy -5y

Xr € Vogr. Moreover,F" andXr determine each other uniquely. 3 of tr, o F. Note thatx{"’ is easily calculated by taking a “partial trace” afs, i.e, X =
One might ask whether it is possible to characterize the completely positive operators, or (idy ® tr,)(XF).

respectively the superoperators, in terms of a property of their characteristic matrices. This is

indeed possible. In the following theorems, we start by considering the simpld.easbe case Theorem 6.7. Let ' : C™*™ — C™*™ be a completely positive operator. The following are
of operatorsF’ : C™*™ — C™*™, The general non-simple case is treated afterwards. equivalent:

(i) F'is a superoperator.

(i) X}") C I,, wherel,, € C™"*" is the identity matrix.

(iii) F'is of the formF'(A) = >, U; AU, for matricesUs, ..., U, with >, UU; C I,.

Theorem 6.5. Let F' : C"*™ — C™>™ be a linear operator, and leXyp € C*™*"™ be its
characteristic matrix.

(a) F'is of the formF'(A) = UAU*, for somelJ € C™*", if and only if Xz is pure.

(b) The following are equivalent: Proof. For the equivalence of (i) and (i), note th&tis a superoperator iff tF'(A) < tr A, for
all positive A. This is the case iff t, oF' C tr,, and by Corollary 6.6, iffXy,, or T Xy, . But
Xy, = I, and thus this is equivalent td)’ C I,,. For the equivalence of (ii) and (i), first note
that by Theorem 6.5 can be written ag’(A) = 3, U; AU}, for some matrice#/,, ..., Us.

(i) Fis completely positive.
(ii) X is positive.

(iii) F is of the formF'(A) = >, U; AU}, for some finite sequence of matridés ..., Uy, € But then, X = 3. U>U;, the complex conjugate oF, U; U;. Thus the equivalence follows.
men. D
Proof. For part (a), observe that the matpiy is pure iff it is of the formX » = uu*, for some The equivalence (i} (iii) is known as theKraus Representation TheoreMote thatF is
u € C™™, We can write trace preserving,e, tr F(A) = tr A for all 4, iff Xi = I, iff 3, UU; = I,,. Theorems 6.5
U1 and 6.7 can be straightforwardly generalized to the non-simple case, as summarized in the next
o= : , theorem.
Un Theorem 6.8. Leto = ny,...,ns andr = mq, ..., m; be signatures, and It : V, — V.. be
for some vectors; € C™, andletV = (vy| ... |v,) € C™*™. ThenF(E;;) = viv; = UE;U", a linear function.
for all 4, 7, and thusF'(A) = UAU* for all A. Conversely iff'(A) = UAU*, thenXp = wu* (a) F is completely positive iff  is positive.
with u constructed front/ as above. (b) F'is a superoperator iff - is positive andx &’ C I, wherel,, € V, is the tuple consisting
For part (b), to show (i}= (ii), it suffices to observe that the matrix of identity matrices.
Ey |- | By, (c) F'is a superoperator iff it can be written in the form
E= N I F(Ar,.. . A) = O UmAiUfy, ... Y UinAUjy),
Eu,i |- | Epn il il

for matricesU;;; € C™i*™ Wherezﬂ
finite index set.

. " . G . . = Uiji T I, for all i. Here,l ranges over some
is positive, and thak r = (id,, ® F)(E). To prove that (ii)= (iii), assume tha¥X r is positive. J
ThenXr can be written as a sum of pure matrices, say,= By + ... + By. For eachi =

1,...,k, let F; be the linear operator whose characteristic matriXjs = B;. By part (a), Proof. All three parts follow from straightforward componentwise arguments Fligt= m; o
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Foin; : V,,, — Vi, be theij-component off" as before, and lek’; = F oin; : V,,, — V. Definition (Sub-unitary). A matrix U € C™*" is said to besub-unitaryif U is a submatrix
For (a), observe thak' is completely positive iff eacli”;; is completely positive. For (b), note of some unitary matrixU’, i.e,, if there exist matriceé/;, Us, Us (not necessarily of the same
that F' satisfies the trace condition iff eaéh satisfies it. This is the case ifftvF; C tr,,,, or dimensions a#’) such that

equivalently,Xg? C I,,, for all i. The latter is equivalent td(;” C I,. For (c), first note that , Ul

by Theorem 6.5, each;; can be written ag’;;(4) = 3, UiﬂAiU;}l, wherel =1,...,k;;. By U= ( Us | Us )

settingk = max;; k;; andUs;; = 0if [ > k;;, we may assume thatranges uniformly over
1,...,k. Thus,F can be written in the desired form; furtherfty(A) = tr Zﬂ Ui AU}, and

gl
hence, by Theorem 6.7(iiif is a superoperator iiﬁﬂ UUiji E I, for all i.

is unitary. A linear functionf’ : C™*" — C™*™ js called sub-unitary if it is of the form
F(A) = UAU™, for some sub-unitary matri& € C™*™, More generally, a linear functiof :
Vs — V; is called sub-unitary if it is of the fornf" (A4, ..., A;) = (U1 A1UY, ..., U;AUY),

- I I . M X1 — —
Remark 6.9 (Compact closed structure up to scalar multiples)Recall thatV and Q are for sub-unitary matrice®’; € C s wheres = ny,...,ns andr = mq, ..., M.

symmetric monoidal categories whose objects are signatures, and whose morphisms are, respec-Lemma 6.11. A matrixUU € C™*" is sub-unitary iU U* C I,,, iff U*U C I,,.
tively, linear functions, and superoperators. The characteristic matrix determines a one-to-one
correspondence between hom-s€ie @ o,7) = V(p,o ® 1) (they both correspond to matrix
tuples inV,g-%-). Moreover, this one-to-one correspondence is naturaldandr. A category

Proof. Clearly,U is sub-unitary iff there exists a matrix; such that the rows qiU|U;) form
an orthonormal set. This is the caselift/ * + U, U5 = I,,,, and by Remark 2.2, ift’U* C [,,,.

with this property is calle¢ompact closedAbramsky and Coecke (2003) suggest that such a 1€ second equivalence is similar. O
compact closed structure could be taken as the basis for a semantics of higher-order types in a pefinition (Measurement operator, erasure operator).Let ¢ = n, ..., n, be a signature,
quantum programming language. and letc = ni + ...+ ns, aninteger regarded as a simple signature.mbasurement operator

Let W be the category whose objects are signatures and whose morphisms are completely pos- , .y . v is defined as
itive operators. Thu€), W, andV share the same objects, a@dC W C V. Theorem 6.8(a)

implies thatW inherits the compact closed structure frdf However, by Theorem 6.8(b), the An |- | Ais
categoryQ of superoperators isot compact closed; indeed, K : V, — V. is a superoperator, Ho : : = (A1, A22, ..+, Ass)s
then is characteristic matrixx is not in general a density matrix, because in generalpte> 1. A |- | Aas

Nevertheless, one has the following, weaker property; is a density matrix for some scalar
0 < X < 1. In this sense, we may say thH@tpossesses a compact closed struapréo scalar
multiples Whether or not such a weaker structure can serve as a useful implementation of higher-

whereA;; € C™*™, An erasure operatqgralso known as partial trace operatoyis an operator
of the form(tr, ® id;) : Vogr — V.

order types is an interesting question. Note that sub-unitary transformations, measurements and erasures are superoperators; the fol-

. . L ) _ lowing theorem states that any superoperator is a combination of these three basic ones.
Remark 6.10 (Basis-free presentation of the characteristic matrix)If V' andW are finite

dimensional vector spaces afd® andW* are their respective dual spaces, then linear maps Theorem 6.12.

F:V*®V — W*®@W arein canonical one-to-one correspondence with elements U*QU, (a) Every superoperatof’ : C"*" — C™*™ can be factored a§” = E o G, whereG is

whereU = V* ® W. Explicitly, the correspondence is given byutr; ® w; @ F(vf ® v2)) = sub-unitary andE is an erasure operator.

tr(vz @ w3 @ vf @ w1 ® Xp), forall vy € V*, vy € V,wy € W, w3 € W*. If moreoverV” and (b) Every superoperataf : V,, — V; can be factored ag' = Mo Eo(, whereG is sub-unitary,

W are Hilbert spaces, then one may speak of positive matrices as certain elemiérits)df . E is an erasure operator, ani/ is a measurement operator.

In this caseF : V* @ V. — W* ® W is completely positive if and only i z is positive. This

is the basis-free formulation of Theorem 6.5(b)£iji). Proof. (a) By Theorem 6.7, there exist matricgs,...,U; € C™*™ such thatF'(A) =
Note that linear mapg : V*®V — W*@W are also in canonical one-to-one correspondence  2; UiAU; and}, U7U; E 1,,. LetU be the vertical stacking of the matricks, . .., Uy,

with elements of/* ® U7, wherel = V @ W. However, this latter correspondence does not enjoy U,

good properties for our purposes; in particular, it does not satisfy the equivalent of Theorem 6.5. U— -

Uk

6.8. Normal form for superoperators . . .
perop and defineG : C"*n — Chmxkm by G(A) = UAU*. SincelU*U = 3", UrU;, the matrix

As a consequence of Theorems 6.5 and 6.7, we obtain a normal form for superoperators: any U is sub-unitary by Lemma 6.11. Also, I&f = (tr; ® id,,) : CFm>km . C™mxm Then
superoperator can be expressed as a sub-unitary transformation, followed by an erasure and a E(G(A)) = (tr, ® id,,)(UAU*) = >, U; AU; = F(A), as claimed.
measurement. This normal form is not unique. (b) Supposer = ny,...,ns andr = myq,...,m. By Theorem 6.8(c)F’ can be written as
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F(Ay, ... A) = O Ui AUy, - 30 Ui AU, ), for matricesU;;; € €™ where
ij U;‘leiﬂ C I,, for all 7, and wherd ranges ovet, ..., k, for somek. For each, letU; €

Cklmit..+m)xni he the vertical stacking of the matric&s:1, ..., Ui, ..., Uik, - - -, Uit
Leto’ = k,..., k be alist of lengths. DefineG : V,, — V.47 by
G(Ar,...,A) = (LAWY, ... U AU,

Clearly,U;U; = ij Uy Uiji C I, for all 4, and thus is sub-unitary. Lets' = (tr,s @ idz) :
Vorgr — Vz,andletM = p, : Vz — V. An easy calculation shows thifo EoG(A) = F(A),

as desired. 0

6.9. Fullness of the interpretation

We defined the interpretation of a quantum flow chérto be a morphisnfX] in the category

Q, i.e, a superoperator. We now want to show that every superoperator is definable in this way.
More precisely, we want to show that the interpretatiofuls wheneverl’ andI” are lists of
typing contexts and” : [['] — [I’] is a superoperator, then there exists a quantum flow chart
X :T —I'suchthafX] = F.

For the purpose of this section, we consider the flow chart language which has loops, and
which contains all unitary operators as built-in operators. In a more realistic setting, one would
only have a finite, but complete set of built-in operators (in the sense of Proposition 3.2); in this
case, fullness is trugp to epsiloni.e., for everye > 0, one can findX such that|[X] — F|| < e.

Lemma 6.13.

(@) If T andI" are lists of typing contexts such thit] = [I'] = o, then there exists a flow
chart X : T' — I such thaf X] = id,.

(b) Supposer = 2%, m = 2!, and F : C**" — C™ ™ is sub-unitary. Then there exists a
quantum flow charf : gbit* — gbit’ such thaf X] = F.

Proof. For part (a), first note that if neithdr nor I’ contain the typebit, thenT' = T’ and
there is nothing to show. Further, all occurrences of the hiipean be removed by repeated
application of the transformation from Example 4.4.

For (b), we haveF’(A) = UAU* for some sub-unitary matrik € C™>™. Then there exist
matricesU1, Us, U3, not necessarily of the same dimensiong/asuch that

UI=<U Ul

Uy | Us
is unitary. Without loss of generality, we may assume that 2" is a power of two. Thed” =
[X], whereX is the flow chart shown in Figure 11. Here we have used obvious abbreviations
for multiple “new”, “measure” and “discard” operations. Note that all but one branch of the
measurements lead into an infinite loop; this is due to the fac#timay not be trace preserving.

O

) € Ccrxp

Theorem 6.14 (Fullness).For given lists of typing contexts, IV, if F : [I] — [['] is a
superoperator, then there exists a quantum flow ciartT — I such thaf X] = F.
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q1,...,qk:qbit=A
new gbitg1, ..., qr = ‘

: qbit = (210

qi,...,qr: oIt = 0lo
. UAU* | UAU;
..., qr: gbit =

qi,-.-,qr: QoI < U AU™ | U2 AU; )

otherwise

9

Fig. 11. Flow chart realizing a sub-unitary transformation

discardqi+1,...,¢r

Q1,A.‘,ql:qbit=UAU*

Proof. This is an almost trivial consequence of Theorem 6.12 and Lemma 6.13. First, by
Lemma 6.13(a), it is sufficient to consider the case wHere= gbit*;...;qgbit* andI’ =
ghit";...; gbit". Second, let > I; for all i, and let2” > ¢. ThenF can be factored ak; o F},
whereF, : [I] — [qgbit’ x bit"] is a superoperator arfd, : [gbit’ x bit"] — [I"] is a canonical
projection.F; is clearly definable. Let = [I'] andr = [qbit’ x bit"]. Then7 = [qbit'*"].

By the proof of Theorem 6.12F; can be factored a8/ o £ o G, whereG : ¢ — ¢/ @ 7

is sub-unitary,E : ¢’ ® ¥ — 7 is the canonical erasure operator, ahd: 7 — 7 is the
canonical measurement operator. Moreowér= k, ..., k is a list of lengths, and without loss
of generality, we may assume thiat= 2” is a power of two, so that’ = [qbit?;...;qgbit?].
Now M is definable by Lemma 6.13(h); is definable by a sequence of “discard” and “merge”
operations, and/ : [gbit'*"] — [gbit! x bit"] is definable by- measurements. O

7. Towards a structured syntax

In previous sections, we have presented a view of quantum programming in terms of flow charts.
The reasons were partly pedagogical, because flow charts explicitly highlight the “atomic” con-
cepts of control flow, which are often left implicit in more structured programming languages.
Particularly the “merge” operation, with its associated erasure of classical information, is of fun-
damental importance to quantum computing because it causes the passage from pure to impure
states. Another reason for presenting the language in terms of flow charts was semantical: flow
charts, because of their close connection with traced monoidal categories, provide a convenient
setting for describing the semantics of quantum programs.

However, for actual programming, flow charts are generally too cumbersome as a notation.
The reasons for this are the same as in classical programming language theory: their graphical
nature makes flow charts difficult to manipulate, and they also discourage a structured approach
to programming. We now present a more “textual” syntax for quantum programs, which is also
more “structured” in the sense of structured programming languages such as Pascal.
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It is worth emphasizing, once again, that we are describifignational programming lan-
guage, despite the fact that its syntax superficially looks imperative. Each statement acts as a
function from an explicitly identified set of inputs to outputs, rather than operating on an implic-
itly defined global state.

7.1. The language QPL

We assume a countable setvafriables denotedr, y, b, q, . . .. We also assume a countable set
of procedure variable(,Y . . ..

Types. Atypet, s is eitherbit or gbit. A procedure typd’ is defined to be an expression of the
form¢y,...,t, — s1,..., sm, Wheret; ands; are types. Ayping context’ is a finite list of pairs

of a variable and a type, such that no variable occurs more than once. Typing contexts are written
in the usual way as;:ty, ..., z,:t,. A procedure contextl is defined similarly, except that it
consists of procedure variables and procedure types. We use the netatidrand X :T', 11 for
extension of contexts, and in using this notation, we always implicitly assume that the resulting
context is well-defined, e, thatx does not already occur in and X does not already occur in

II.

Terms. The set cQPL termss defined by the following abstract syntax:

QPL Terms P,Q := newbitb:=0 | new gbitq:= 0 | discard =
b::0|b::1 |q1,...,qn*:S
skip | P;Q

| if bthen P elseQ | measureq then P elseQ | while b do P
| prOCX:F—>F’{P}inQ|yl,...,ym:X(.rl,...,xn)

Here,S denotes a built-in unitary transformation of arityandl", I'’ denote typing contexts. The
intended meaning of the basic terms is the same as that of the corresponding atomic flow chart
componentsP; (Q denotes sequential composition of terms, andskile command does nothing.

(proc X : ' — TV { P } in Q) defines a procedur® with body P and scop&); I" andT"’ are
bindings of the formal parameters for input and output. The tgemX (z) denotes a procedure

call. In writing programs, it is common to use certain derived terms, writing for instaneec

as an abbreviation fdif ¢ thend := 0 elseb := 1), or (if b then P) for (if b then P else skip.

Typing judgments. Ayping judgments an expression of the form
ITH (') P (),

wherell is a procedure context add '/ are typing contexts. The intended meaning is that under
the procedure binding, P is a well-typed term which transforms a set of varialiléato a set
of variablesI’. The typing rules are shown in Figure 12.

Note that the typing rules enforce that in the teim, . . ., ¢, *= S), the variableg, ..., ¢,
aredistinct Similarly, in a procedure call = X (z), each oft andy is a list of distinct variables
(although it is possible that; = y;). Also note that each term has explicit inputs and outputs;
for instance, the termp = X (z) has inputst and outputgj, whereas the teri:= 0 has inpub
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(newbi) I+ (T') new bit b := 0 (b:bit, T
(newqbi) I+ (T') new gbit ¢ := 0 (g:qbit, )
(discard I+ (2:¢,T) discard = (I)
(assign) I+ (b:bit, T) b := 0 (b:bit, T)
(assign) I+ (b:bit,T) b := 1 (b:bit, T)
_ S'is of arityn

UMY T qrgbit, - gurOBIt, )  += S {q1:abit, -, 4u GBI T)
(skip TIIF (T) skip (T)

@ PI) I QI
(composg IF () P;Q (I')
(i) IF (bebit, [) P(I) T (bebit, 1) Q (1)

I+ (b:bit, ') if bthen P else@ (I')

ITF (g:qbit, T) P(I) T+ (g:qbit,T’) Q (I')
(measurg ITF (q:qbit, I') measureq then P elseQ (I)
' II+ (b:bit, T) P (b:bit, T')

(while) IT - (b:bit, I') while b do P (b:bit, I")
(prog Xid = 5Tk (@:0) P (:5) Xt -5 TF(T) Q)
p IIH(T)proc X : z:t — :5{ P }in Q (I')
(call) Xt — 511k (#:4,1) § = X(7) (7:5,T)
N I+ (D) P(A), II,T’,A’ permutations ofI, I", A

' = (T7) P (A"

Fig. 12. Typing rules for QPL

50
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and outpub. The latter term should be thought of as consuming a variabteen creating a new
one with the same name. A more “functional” way of expressing this would be to dit@(b)
instead ob := 0.

Semantics. The language QPL can be immediately translated into the flow chart language of
Section 4. The semantics of a QPL term is simply the semantics of the corresponding flow chart.
Alternatively, the semantics can be defined directly by induction on typing judgments; the rules
for doing so are obvious and we omit them here. It suffices to say that each typing judgment

Xlil?l — §1, .. .,Xnit_n — §n = <F> P <F/>

is interpreted as a Scott-continuous function

[P] : Q([4], [51]) x - - x Q([#n], [5n]) — Q(ITT, [T'])-

The language QPL differs from the flow chart language in some minor ways. Specifically, QPL
contains the following restrictions:

— branchings and loops must be properly nested,

— merge operations can only occur in the context of a branching or loop,

— each program fragment has a unique incoming and a unique outgoing control path. In partic-
ular, procedures have only one entry and exit.

Note that the typing rules for QPL allow procedure definitions to be recursive; however, we
have omitted a facility for defining two or morautually recursive procedures. However, this
is not a genuine restriction, because mutually recursive procedures can be easily expanded into
simply recursive ones. Where desired, one can augment the syntax in the standard way to allow
mutual recursion to be expressed directly.

7.2. Block QPL

The language QPL imposes a block structure on control constructs sifcirasvhile, but not
on memory management. Unlike in block-oriented languages such as Pascal, we have allowed
variables to be allocated and deallocated anywhere, subject only to the typing rules. This is not
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outgoing variables of any procedure must necessarily be the same. Thus, we also modify the
syntax of procedure calls, writinegll X (x4, ..., z,) instead ofry,...,z, = X(z1,...,2Zn).

This leaves us with the following syntax for Block QPL:

Block QPL Terms P, Q ::= new bitb:=0 | new gbit ¢ := 0
| b::0|b::1|q1,...,qn*:S

| skip | P;Q | {P}

| if bthen P elseQ | measureq then P elseQ | while b do P
| procX:I'—T{P}inQ |calX(zy,...,z,)

The typing rules remain unchanged, except for a new ileck), and appropriate changes to
the rules for branchings and procedures.

I+ () P (I")

(blocy Tr ) (P} )
y MF (bbit,T) P(I")  TIF (b:bit, T) Q (I”")
(i) TTF (b:bit, T if b then P elseQ (b:bit, T)

I F (g:gbit,T) P () T+ (g:gbit, T) Q (I"")
(measurg IT - (¢g:gbit,I") measureq then P elseQ (b:bit, I")
(prog) Xt — t, 11+ (x:L) P (I) Xt — t,IIF () Q (")
P TTF () proc X : 76 — 24 { P }in Q (T)
(call)

Xt — t,0F (z:1,T) call X (z) (z:t,T)

Note that, for any valid typing judgmefit - (I') P (I'’), we necessarily havié C I'/; thus the
rule (blocK has a similar effect as the QPL ruldigcard).
The advantage of having a strict block structure as in Block QPL is that allocation follows a

unsafe, because the type system is there to ensure that variables are deallocated when they are n&tack discipline, thus potentially simplifying implementations. However, there seems to be little

longer used. However, allowing non-nested allocations and deallocations carries an implementa-

added benefit for the programmer, particularly since the QPL type system already prevents mem-

tion cost, because it means that variables must be allocated from a heap rather than a stack. It is Oy leaks. In fact, the restrictions of Block QPL seem to encourage an unnatural programming

therefore interesting to investigate an alternate version of QPL in which a stricter block structure
is imposed. We call this alternative language “Block QPL".

Thus, in Block QPL, we want to restrict allocations and deallocations to occur in properly
nested pairs. Moreover, this nesting should also respect the nesting of the control constructs
if, measure andwhile. We thus introduce the notion oftdock which is a program fragment
enclosed in curly brackets P }. The convention is that the scope of any variable declaration
extends only to the end of the current block; moreover, the bodies of conditional statements,
loops, and procedures are implicitly regarded as blocks in this sense.

In the presence of such a block structure, the explisitard command is no longer needed,
so we remove it from the language. Also, we note that with these changes, the incoming and

style; on balance, it is probably not worth having these restrictions.

7.3. Extensions of the type system

So far, the only data types we have consideredarandgbit, because this is the bare minimum
needed to discuss the interaction of quantum data, classical data, and classical control. In practice,
such a finitary type system is much too restrictive; for instance, the full power of loops and
recursion does not manifest itself unless programs can operate on variable size data. In this
section, we briefly discuss how the QPL type system can be extended with more complex types,
and particularly infinitary types. It is remarkable that these extensions work seamlessly, even
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when mixing classical and quantum types in a data structure. In discussing possible extensions
to the type system, we keep in mind the semantic framework of Section 6, as well as the potential
physical realizability of the resulting types.

Tuples. We extend the type system of QPL adding a newttype. . . ® t,,, whenevet,, . ..
are types. We introduce statements for constructing and deconstructing tuples:

) tn

(tuple)

I+ <I1:t1,4 .A,Inltn7r> Tr = (;(;1‘

(untuple

OE(z:t1®...0t,, ) (z1,...,2n) =z (T1:t1, ..., Tpily, )

The semantics of such tuples can be given in the framework of Section 6 without any changes;
one simply adds an equati§n® s] = [¢] ® [s], and interprets the basic tupling and untupling
operations as the semantic identity map.

Tuples can be used to encode fixed-length classical or quantum integers. For instance, the type
of 4-bit classical integers is defined &, = bit ® bit ® bit ® bit. If desired, one may add
appropriate built-in functions to facilitate the manipulation of such integers.

Sums. We further extend the type system by introducing a sumityge. .. @ t,,, whenever
ti,...,t, are types. A sum type expresses a choice between several alternatives. Note that the
selection of alternatives idassical for instance, the type of classical booleans is definable as

bit = I & I. Elements of sum types are constructed and deconstructed via injection and case
statements, much as in other functional programming languages:

(inj) IFE (zt, TYy=inz:t1®..0t, (y: 1 d...Ht,, 1)
IIF (z1:t,T) Py (T) I F (xn:ty,T) P, (TV)

cas - -
(casq I-(y:t1®...8t,, ') casey ofinyay = P | ... |In,z, = P, (T)

Note that by adding sum types to the language QPL, it is possible to encode procedures with
multiple points of entry and exit.

Infinite types. The semantics of Section 6 cannot directly handle infinite types, since it is based

on finite dimensional vector spaces. However, it is not difficult to adapt the semantics to the

infinite-dimensional case. This allows us, for instance, to accommodate an infinite type of clas-

sical integers, which is defined as the countable Burs=- I I @ . ... The semantics of infinite

types is based on positive linear operators of bounded trace; details will be given elsewhere.
Perhaps more controversial than infinite sums are infinite tensor products. For instance, a naive

implementation of “arbitrary size quantum integers” would be as the infinite tefétor gbit ®

.... While infinite tensor products create no particular problem from the point of view of de-

notational semantics, a sensible implementation can only use finitely many quantum bits at any
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given time. This can be achieved by imposing a semantic “zero tail state” condition, which means
that only finitely many non-zero bits are allowed to occur at any given time in the computation.
The compiler or the operating system has to implement a mechanism by which the zero tail
state condition is enforced. This requires some overhead, but might be a useful abstraction for
programmers.

Structured types. A particularly useful class of infinite sum types is the class of structured recur-
sive types, such as lists, trees, etc. For example, the type of lists of quantum bits can be defined
recursively aglist := I & (gbit @ glist). Note that, because the use of th@perator implies a
classical choice, quantum data occurs only “at the leaves” of a structured type, while the structure
itself is classical. Thus, the length of a list of quantum bits is a classically known quantity. This
view of structured quantum types fits well with our paradigm of “classical control”.

Lists of quantum bits are a good candidate for an implementation of a type of “variable-size
quantum integers”. With this implementation, each quantum integer has a classically determined
size. One can thus write programs which operate on quantum integers of arbitrary, but known,
size. This seems to be precisely what is required by many currently known number-theoretic
quantum algorithms, such as Shor’s factoring algorithm or the Quantum Fourier Transform.
Moreover, representing quantum integers as lists, rather than as arrays as is usual@mene (
1998; Bettelli, Calarco, and Serafini 2001), means that no out-of-bounds checks or distinctness
checks are necessary at run-time; the syntax automatically guarantees that distinct identifiers re-
fer to distinct objects at run-time. An example of a quantum algorithm using lists is given in
Section 7.4.

On a more speculative note, one might ask whether it is possible to have structured types
whose very structure is “quantum” (for instance, a quantum superposition of a list of length 1
and a list of length 2). Such types do not readily fit into our “classical control” paradigm. It is
an interesting question whether there is a physically feasible representation of such types, and
whether they can be manipulated in an algorithmically useful way.

Higher-order functions. Unlike typical functional programming languages, the language QPL
does not presently incorporate higher-order functions. There is currently no mechanism for ab-
stracting procedures and considering them as data to be manipulated. It is an interesting question
whether it is possible to augment the language with functional closures in the style of a typed lin-
ear lambda calculus. To account for the non-duplicability of quantum data due to the no-cloning
property, it appears that such a language should be equipped with a linear type system along the
lines of Girard's linear logic (Girard 1987).

7.4. Example: The Quantum Fourier Transform.

We given an example of the use of recursive typesdlist be the type of lists of quantum bits,
defined by the recursive equatiglist := I ® (gbit @ glist). Figure 13 shows an implementation

of the Quantum Fourier Transform (QFT) (Shor 1994; Preskill 1998), which is ofdiige—

glist. The algorithm shown differs from the standard Quantum Fourier Transform in that we have
omitted the final step which reverses the order of the bits in the output. Note that the procedure
QFT uses recursion to traverse its input list; it also uses an auxiliary proceatate which
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QFT: |inputl:qlist rotate: [input h:qbit, t:qlist, n:int]
l:glist h:gbit, ¢:glist, n:int
iny nil % ino b iny nil a ing ¢
b:qbit ® glist h:gbit, c:gbit ® glist, n:int

h:qgbit, nal:1, n:int

h:qgbit, t:glist h, z:gbit, y:qlist, n:int
hx=H z,h = Ry,
h:qbit, t:qlist h, z:qbit, y:qlist, n:int

new intn := 2

[discardn| [n:=n+1]

h:qgbit, ¢:glist, n:int

nil:I h, z:gbit, y:qlist, n:int
‘ ‘ (h,t) = rotate(h, t,n) ‘ ‘ h:qbit, nil:I ‘ ‘ (h,y) = rotate(h, y,n) ‘ ‘
h:qgbit, t:glist h,x:qbit,y:qlist
QFT(t) ‘t—lnl(ml) ‘ ‘t:'
h:abit, t:qlist h:qgbit, t: qllst\* % gbit, t:glist
‘l = iny(nil) ‘ I =iny(h,t) ‘
h:qgbit, t:glist
l:qlist l:glist

output h:qgbit, ¢:qlist

outputl:glist

Fig. 13. The Quantum Fourier Transform

is recursive in its own right. For simplicity, we have augmented the language by a classical
integer typeint with built-in addition, and we have added an obvia#sestatement of type

A @ B — A; B. We also use the Hadamard operatbras well as a parameterized family of
unitary operatordz,,, which are defined by

R, =

o o O -
O O = O
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