Let the moments of the primary distribution be 1, 2, 3 (and similar notation for raw moments). Let the
moments of the secondary distribution be v, 15, v3 (and similar notation for raw moments).

Recall that P(z) = M(logz), so P'(z) = 7M,(lzg(z))7 P’(z) = M”(log(z))z;M/(lOg(z)), and P (z) = MW(log(z))73M//(Zle?g(z)HQM/(log(Z))

I particular, P'(1) = i, P(1) = — p and P"'(1) = py ~ 3yt + 2.
m.g.f. of compound model is P(M(z)) first 3 derivatives of this at 0 are:

M (0)P'(M(0)) = M'(0)P'(1) =
MY(0)P(1) + M'(0)2P"(1) = vy + (uy — )
M (0)P'(1) + BM" (0)M'(0)P"(1) + M'(0)*P" (1) = 'y + 3(sts — w)wsy + (s — 3y + 20)1/°

Bl

For a given claim, the amount reimbursed has mean
1000 + 0.8 x 500 = 1400, and variance 500% + 0.82 x 3002 + 2 x 100, 000 = 507, 600.
The mean of the aggregate claims is therefore: 4 x 1400 = 5600. The raw second moment is

4 x (507600 + 1400%) + (20 — 4) x 14002 = 2,030, 400 + 7,840, 000 + 31, 360, 000 = 41,230, 400

The variance is this minus 56002, which is 9,870,400. The standard deviation is the square root of this or
3,141.72.
4 x 507600 + 4 x 14002 = 2030400 + 78400000 = 9870400

4
We have
n P(N=n) Z P(A > 130|N = n)
0 04 00 0
1 03 0.8571  0.1957
2 02 —1.414 0.9214
3 0.1 —2.804 0.9975

So the probability is 0 4 0.3 x 0.1957 + 0.2 x 0.9214 + 0.1 x 0.9975 = 0.0587 4 0.1843 + 0.0997 = 0.3427.

mean=4 x 6 x 16 = 384. Variance=uvs + usv?> = 6 x 16 x f—; +4%2 x 16 x 6 x 7 = 512 + 512 x 21
The standard deviation is therefore 32v/11. 95th percentile is 1.645 standard deviations above the mean or
384 + 52.64+/11 = 558.59.

(6

Prob of stop-loss is e
claim=e~12°¢. Premium is 2e

in fact value 0.99 was used instead of theta, so premium is 1.8e712%¢, and stop loss is really set at 1.25 x
0.99 = 1.12560, so expected payment on stop-loss is e 11259, Percentage loading is therefore % —-1=
1.8e70125 — 1 = 1.588494 — 1 = 58.85%.

—125 Expected stop-loss claim conditional on claim is #, so expected stop-loss

71.259

9.4 Analytic Results
[

The severity is exponential with mean 6. The frequency is negative binomial with parameters » = 2 and .
The aggregate severity of n losses therefore follows a gamma distribution with a = n. We therefore have that



the probability that the aggregate loss is zero is pg = ﬁ7 while if it is non-zero, the pdf of the aggregate

T+
loss is
) ) o n(n+1) 5 n xnfl 7%
- s 3 = n(n+1) z "
We have

Substituting this into the equation above gives

_ s B (1 _ap )’ zf (i)
flz)=(1+pB)2e T (2 (9(1+6)> +2<9(1+5))+1>e A

= %(1 +B)7°07%8 (2 B° + 428 + 2) e~ 7R

This is a mixture of gamma distributions.

B

If there are n claims, the aggregate loss follows a gamma distribution with & = n and 6 = 3000. The

expected payment on the stop-loss insurance is then 3000 | 500000 (:U — 5g8830) xg:i;f dx.
3000 :

We have - B )
/ re dx:e_a(l—l—a—l—a—l—...—l—a')e_“
o n!

n! 2



so the expected payment on the stop-loss insurance if there are n claims is

500000 500000 a? a” ! a”
3000e™ = - — 1 —t .+ — —
¢ ((” 3000)( retg +(n—1)!>+nn>

The overall expected payment on the stop-loss insurance is therefore

n

> a™ n am . n am™
3000e~¢ an (n Z o Z m') = 3000e™ Z Z pn(n — m)ﬁ
= ! ! !

m=0 m=0 m=0 m=0

00 4y 0
= 3000e~*° Z % Z Pn(n—m)
m=0 " n=m

Now
= (U () ()
Ereom= () Ro-m () (@)
9

For the first company, the pdf of the aggregate claims at values more than 0 is

So

o0 n 3n—1 —0.4
70 4 Z 0.4 z — 30000 — 67( 0. 4(30000)3 — 1)67ﬁ
n!(3n) '300003 x

For the second company, the pdf of the aggregate claims at values more than 0 is

9] _
3.6™ Z‘l An—1 . e 3.6

—36 _
Z n!(1.4n) '20000014 oo = x

@ 1.4
63'6( 2ooTooo) €~ 200000

For the third company, the pdf of the aggregate claims at values more than 0 is

857 2 2n—1 6785 2.9

T 45000 — 685(451W) efm

785 x
Z nl(2.2n) 4500022

X

9.5 Computing the Aggregate Claims Distribution

L0

ETNBr=—0.6 8="7,

B 7 b:(T*1)5:_14

@=1(3 =8 i+

@ = 8(5%766”1) = 0.7365057 g2 = (§ — %) g1 = 0.1288885 g3 = (£ — &) g2 = 0.05262947
(n+1)(2)"0.0625 0.0625 0.09375 0.1054687890625 0.1054687890625




po = 0.0625

p1 = 0.09375 % 0.7365057 = 0.06904741

po = 0.09375 % 0.1288885 + 0.1054687890625 + 0.73650572 = 0.06929383

p3 = 0.09375 % 0.05262947 + 0.1054687890625 * (0.7365057 * 0.1288885 * 2) + 0.1054687890625 * 0.7365057° = 0.06709359

So the total probability that the aggregate loss is at most 3 is 0.0625 4 0.06904741 4 0.06929383 + 0.06709359 =
0.2679348.

9.6 The Recursive Method

[T _
"y (atb) fx (i) fs (n—1)

The recurrence formula gives fg(n) = 7 (0) fe(n) =30, 24 (H9) (%) (%) fs(n—i)
Ix(0) = 53w
— 24" 2.4
o—24 _ 2.4 _
Z Sgiony = €0 1= 009071937

3.310 3.3

24 (10 23 10 x 11 2.3\ 2
= 3300 (2 x fs(1) + ; X () X fs(0)> = 0.00003798119

fs(1) = 24 (10 23 x fs(0 )> = (0.000009907995

3.3

24 (10 2.3 2% 10 x 11 2.3\ 2 10 x 11 x 12 2.3\ %
3= """ [ = xZ2 D) IV (et J [ B VA (i 0) | = 0.0001058901
1s®) 3.310<3 X33 X s+ 573 ><(3.3) X Is()+ 6 X(3.3) * Js( )>

So the probability that the aggregate loss is at most 3 is therefore 0.09071937-+0.000009907995+0.00003798119+
0.0001058901 = 0.09087315
12l

For the zero-truncated ETNB distribution, we have that

__B _3 (r=1)p
a = m— b— 118 =-1.2




G = o oy = 0.7968484
0.7968484 = 0.119527260

0.119527260 = 0.04183454100

S
LS
I

0.04183454100 = 0.018825543450

()
N
I

0.018825543450 = 0.009601027159

Q
ot
I

0.009601027159 = 0.005280564937

)
>
|

(=)
S
I

0.003055183999 = 0.001833110399

0.001833110399 = 0.0011304180793

<
S
I

0.0011304180793 = 0.0007121633899

<
S
o

I

<
S
o

Il

;)
)
)
%)
%)
) 0.005280564937 = 0.003055183999
)
)
“i)
i)
)

vlk\w u;\c,o »lk\c,o »J;\oo »Jk\w )Jk\c,o rlk\oo »-l;\oo »Jk\w u;\c,o rlk\oo

<)
3
I

N N T N T N N N T N N N N NN

11
1.2

g2 = BT 0.0004564319907995 = 0.0002966807940196
1.2

qi3 = 13) 0.0002966807940196 = 0.0001951246760669

With the deductible set at 10, the probability that a loss does not lead to a claim is 0.7968484+0.119527260+
0.04183454100 + 0.018825543450 + 0.009601027159 + 0.005280564937 + 0.003055183999 + 0.001833110399 +
0.0011304180793 = 0.9981311736993669 The distribution of the claim value is therefore

qo = 0.9981311736993669
g1 = 0.0004564319907995
g2 = 0.0002966807940196
gz = 0.0001951246760669

For the primary distribution a = % =2and b= (T1+1B)ﬁ =—0.3.



Now we can use the recursive formula

S, (0.375 — 238) g fs(n — i)

fsln) = 1— 2 % 0.99813

We calculate

10 =3 ntror =3 (") (5) (3)" uxor

n=0

0.2 —0.2
_ (Z) (1 - zfX(O)) — 0.9997759

Now using the recurrence, we get

~0.075 x 0.000456 x 0.9998

1 =0. 46982
fs(1) 0.6957008 0.00005469823
0.225 x 0.000456 x 0.0000547 + 0.075 x 0.000297 x 0.9998
fs(2) = 06257008 = 0.00003556283
0.275 x 0.000456 x 0.0000356 + 0.175 x 0.000297 x 0.0000547 + 0.075 x 0.000195 x 0.9998
fs(3) = . . * . ; 625700; i X X — 0.00002339517

The probability of paying out at least $400 to a single driver is therefore 1 — 0.9997759 — 0.00005469823 —
0.00003556283 — 0.00002339517 = 0.0001104438

9.6.2 Applications to Compound Frequency Models

3
The zero-truncated logarithmic distribution has @ = 0.8, b = —0.8. This gives p; (ZZO:O gf_i) =1
P1 =~ oaiioog = 0-4970679.

p1 = 0.4970679
ps = 0.1988272
ps = 0.1060412

Now we compound with a Poisson with A = 0.1. The probability of the total being 0 is e=%-! (since the
secondary distribution is zero-truncated). The recurrence is

n

fsln) = 0 s — )

i=1



So we calculate:

fs(1) = 0.1 x 0.497 x e~ %1 = 0.04970679¢ "
f5(2) = 0.05 x 0.497 x 0.04970679¢ " + 0.1 x 0.199¢~ ! = 0.0211181¢~°*
f5(3) = (0.0333 x 0.497 x 0.0211 4 0.0667 x 0.199 x 0.0497 + 0.1 x 0.106) e~} = 0.010705¢~°-*

—0.1
Now for the overall compound distribution, we have f4(0) = e3> | Cre=0-1n = be™ =6 — =0.5709755 —

0.564974.
The recurrence is

3\@.

() faln —1)

So we calculate:

fa(1) =6 x 0.0497e~ %1 x 0.564974 = 0.1524635
fa(2) =3 x 0.04970679¢ %1 x 0.1524635 + 6 x 0.0211181e~ ! x 0.564974 = 0.08534651
fa(3) =2 x 0.04970679¢ %1 x 0.08534651 4 4 x 0.0211181e ! x 0.1524635 4 6 x 0.010705¢ " x 0.564974 = 0.05216554

So the probability that the total claimed is more than 3000 is

1 —0.564974 — 0.1524635 — 0.08534651 — 0.05216554 = 0.1450505

9.6.2 Underflow Problems
o

The recurrence is ‘
i ("1%)0.687510.31254

ZZ o3t s
=1

(a)

The mean of the distribution is 96 x 8.8 = 844.8, and the variance is 96 x 28.16 + 96 x 8.8% = 48 x (28.16 +
77.44) = 96 x 105.6 = 10137.6 The standard deviation is therefore 1/10137.6 = 100.6856, so six standard
deviations below the mean is 422.4 — 6 x 100.6856 = 240.6864. We will start the recurrence at 241. If we
assume that f5(240) = 0 and f2(241) = 1, then we can calculate the values

" g6 (D) () 637510.31254

fs(n) 227 1= 031252 fs(n —1)

(b) Solution for A = 12:

" g6 DS ) 697510,31254

fs(n) :ZT 1= 031252 fs(n —1)
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9.6.3 Numerical Stability
9.6.4 Continuous Severity

9.6.5 Constructing Arithmetic Distributions

15
(a) Using the method of rounding, we have
Po = 1— e*ﬁ Pn = 67% (]_ —67%

This is a zero modified geometric distribution.

0.004



(b) On the interval [a, b], the moments of the exponential distribution are given by u = a + =

b—a z
96

l—e™

2

We have that fbia Le~idr = [fxe*%}g_“JrfobﬂI e~bdr=0—(b—a+0)e 7. Sop=a+0—(b—a+0)e"

0
Similarly,

b—a (m+a)2 _z
.y e dr

e 1—e "
_ [~ (= + a)Qe‘%}g_“ + féjﬂl 2(x +a)e” 7 dr
1-— e*%
a2 — e "7 4 [~20(x +a)e ], 4+ [0 20075 do
B 1—e %"
a2 — V2" + 20a — 20be= "7 + [20%7 5]
- 1 o 6_b;a
262+ 20a + a® — (202 + 26b 4 b)e” T
a 1—e %"
_pp, 040’ (0 +b711>26*b5“
l1—e"2
b—a)(20 +a+b)e 7"
:92+(9+a)2+( )(1 _bia)
—_e 5

Now we want to set the values p,, pn+1,Pn+2 to match these moments on the interval
The moments of a distribution with probabilities pi, p2, p3 on the points %, %7 and % are

u:p1+3p2+5p3

2
; b1+ 9p2 + 25p;3
fo = —— —

Substituting the values gives:

pL+3p2+5ps 1 O—(3+0)e s
2 2 1—e @
9py + 25 1\? 3(20+4)e 7
p1+9p2 + p3:92+( )+( +4)e” o
4
p1+p2+p3=1

z
0 dx
b—a

b—a
o .

—sn+2+1]



—(3+0)e 7

_3
0

p2 + 2p3 = —5
e
3(20 + 7
2p2+6p3=292+9+%
e
4 _3 _ _3
ops — 202 404 S F )i 0= BF et
0 e

1—

0
=0°—Z-+4+3060+3
D3 2+ ( + >176_%

_3
; (292 0+ 6(0+3)— )

_3
4

=0-3
b2 P

9.7 Individual Policy Modifications

LLO}

Conditional on n losses, aggregate loss follows gamma distribution with 8 = 2000 and r = n.
(a) The density of the aggregate loss at non-zero values is therefore given by

i n+2)(n+3) 21\" (1 \" a"le-mw
o 31) \31) 2000%(n—1)!

Now we note that (n+1)(n +2)(n+3)=n—-1)(n—2)(n —3) +12(n — 1)(n — 2) + 36(n — 1) + 18, so

01 o 2.1z - ( 2.1z )"_ ( 2.1z )"_ ( 2.1z )n_l
e 2000 2000><3 1 2000x 3.1 2000x3.1 2000x 3.1
12 1
1@ = 15000 x 3.17 ;1 TR Z +362 (n— - 8; (n—1)!
2.1e~ 2000 2 1x 212\ 2 2.1z e
- b 36 18 | e(&5t5)
12000 x 3.1° ( 6200 (6200) + (6200) + )
2 193 212\ 2 2.1z .
= ik 36 18 | e~ w0
12000 x 3.1° ( 6200 <6200) + (6200) + ) c

10



The probability mass at zero is ﬁ

(b) With a deductible of $500, the distribution per loss has probability mass 1 — e=%2% at zero. The
distribution of the number of claims is negative binomial with r = 4 and § = 2.1e7%2%. The probability
mass at zero is therefore m If there is a claim, by the memoryless property of the exponential
distribution, severity has the same distribution as in part (a), so the aggregate loss has density function

2.1¢70-25
f(z) = —0.25\5
12000 x (1 + 2.1e )

2.1e7 025, 3 +12 217025, 2 +36 217025, 418
2000(1 + 2.1e—025) 2000(1 + 2.1e—025) 2000(1 + 2.1e0-25)

_ x
) e 2000(142.1e—0-25)

v

Aggregate loss distribution conditional on n losses is gamma with a = 3.4n and # = 2000. The continuous
part of the aggregate loss distribution is therefore

e 100™ x3.4n—le—ﬁ

_ ,—100
fa)=e ; n! 20003417 (3.4n)

We will use a normal approximation for the aggregate loss. The mean of the aggregate loss distribution
is 100 x 6800 = 680000. The variance is 100 x 6800% + 100 x 13600000 = 5984000000. If we use a normal
approximation, then it has mean g = 680000 and standard deviation o = 77356.32. The expected payment on
the stop loss insurance is then

(z— )2 _(@=w?
(=

)
> —1000000)e ™ 277 1 [ L - 2
/ (@ Je > e / (x — p)e” 5% dx — (1000000 — ) / S
1000000 V2ro 2mo J1000000 1000000 V27O

- [_ N 1000000—u>)
g

2mo

~(1000000—4)2

e 252 o 1000000 —
= ——— — (1000000 — 1-| —mM8M8M—
Nz ( 2 ( ( - ))

= 0.2989764

} — (1000000 — 1) (1 ) (
1000000

11



The expected square of the payment is

z—p)?
/°° ( — 1000000)2e~ 572~
dz
1000000 V2mo
1 ° (z—)? ° ef(l;g)z ° e (I;é)g
T —p o o
- 7/ (z — p)%e™ 5% dz — 2(1000000 — u)/ (z — p) 2 da + (1000000 — u)Q/ € 7 i
2mo J1000000 1000000 V2mo 1000000 V2O
00 _(@=w)? 0o
1 5 _=w)? < ge 27 1 g _le=w?
= — |—0°(x —p)e 202 } +/ —— dz — 2(1000000 — w) {—0 e 202 }
2ro [ 1000000 J1000000 V2T V2mo 1000000
1000000 —
+ (1000000 — )2 (1 .y (“))
o

_ (1000000—p)2

1000000 — u)) _ (1000000 — w)oe 202
V2T

= ((1000000 — 1)? + o) (1 -2 ( o

= 9745.92

The variance is therefore

2 2

. 1000000 — 2 (1000000 — p)oe "z [ RE, 100(

((1000000 — p)2 +02) (1 - [ ———F) ) = = — (1000000 — ) (1— @ [ ——
o s s

The premium is therefore $99.02
(b) With a deductible of $1,000, the expected claim per loss is

/°° s 1002?2’4672% dr = /Oo %ﬂd:ﬂf 1000/0@ xzziidx
1000 20003-41°(3.4) 1000 20003-4T°(3.4) 1000 200034T'(3.4)

6300 [ LI 000 [T Ete =
- /woom T /wOOWF(BA) .
= 5801.558

the expected squared payment per loss is

* (2 — 1000)%x2*e~ 700 /°° rte~mm /°° x34e~ 2000 /°° x2*e~ 7000
dz = L gr—2000 [ —— S " gp +1000000 [ = S g
/1000 2000347 (3.4) 7 JLooo 200034T(3.4) 1000 20008T(3.4) “T 1000 200034T(3.4) “*

oo 4.4

x e 20100 oo 3.4

x€X e 20moo o0 2.4

— 59840000 / rc B

—————dx — 13600000/
1000 200054F(54)

—————dxr + 1000000/
1000 200044F(44)

<
1000 200034F(34)
= 47239394

12



The mean of the aggregate loss is therefore 100 x 5801.558 = 580155.8 and the variance is 100 x 5801.5582 +
100 x (47239394 — 5801.5582) = 4723939400. The standard deviation is therefore /4723939400 = 68730.92.

_ (1000000—u)?

o e 22 g 1000000 — p
¢ % (1000000 — p) (1 — 3 <)>
/1000000 V2T o
= 0.000005388222

The expected square of the payment is

_(1000000—p)2

1000000 — u)) B (1000000 — p)oe 202
V2T

((1000000 — p)* + 0%) (1 —- 9 (

= 0.1129654

g

The variance is therefore

W2 W2
, 1000000 — (1000000 — p)oe~ "5 [,
((1000000 — p)* +¢%) (1 — @ - — — (1000000 — ) (1 — @
o V2T \/ﬁ

= 0.1129654

The premium is therefore $0.3361086

9.8 Individual Risk Model

1K

For the first 2 types of worker, the total benefits can be well approximated by a normal distribution with
mean $5, 259,200 and variance 4622000 x 99000 + 637200 x 89820 = 514,811, 304, 000, which gives a standard
deviation of 717503.5.

The number of managers dying can be well approximated by a Poisson distribution with A = 8.02 and the
number of Senior managers dying is a binomial distribution.

If we approximate the number of deaths of managers by a normal with mean and variance 8.02, then
the aggregate losses of managers have mean $1,604,000, and variance 320,800,000,000, so the aggregate from
the first three types of employee has mean $6,863,200 and variance 835,611,304,000, so standard deviation is
$914,117.773593753071

We can consider the various cases in a table

13



Senior Managers Probability Z-statistic  Probability aggregate more than 10,000,000 P

0 0.4832131282  3.4315053  0.0003001207 0.0001450223
1 0.3550137268  2.3375544  0.0097051886 0.0034454752
2 0.1267906167 1.2436034  0.1068227763 0.0135441257
3 0.0293257209 0.1496525  0.4405193971 0.0129185489
4 0.0049374938 -0.9442985  0.8274914220 0.0040857338
5 0.0006448972 -2.0382494 0.9792375011 0.0006315075
6 0.0000679994 -3.1322003  0.9991324928 0.0000679404
7 0.0000059475 -4.2261513  0.9999881139 0.0000059474
8 0.0000004400 -5.3201022  0.9999999481 0.0000004400
9 0.0000000279  -6.4140532  0.9999999999 0.0000000279

Total probability 0.03484477

[Using a Poisson for managers we get 0.0355314.]

M

The mean aggregate loss is 6863200 + 720000 = $7,583,200, and the variance of the aggregate loss is
835611304000 + 705600000000 = 1,541,211, 304, 000, (so the standard deviation is 1241455.316956675650)

(a) Using a normal distribution, the probability that the aggregate loss exceeds 10,000,000 is 1—® (12141010405%92)?g9755686372506050) =
1 — ®(1.946747472091) = 0.02578251.

(b) Using a gamma distribution, we have § = 1341211552000 — 903240.228927102014 and o = 55515 9sseoro500d =

7583200
37.311510816689 We are trying to calculate the probability that the distribution is more than 49.20285739264860,

oo a—1_-—x
which is given by fm;” < 9% _ 0.03401596

(c) Using a log-normal distribution, the mean of a log-normal distribution is e“"’%, while the variance is
249" (7" — 1). We therefore have e — 1 = 1541211304000 _ () 126801380542, so o2 = log(1.026801380542) =

: : _ 7583200 _ —

The probability that this is greater than 10,000,000 is therefore 1 — & (10g(10000000)_15'82822) =1~

0.02644851
®(1.782415) = 0.03734079.
20
For individual j, we let I; be 1 if that individual makes a claim, zero otherwise. We approximate I; as a
Poisson distribution with parameter A;.
The aggregate loss is then

4622 8162 8964 9000
100000 Y~ I; +90000 > I;+200000 »  I; 41000000 Y I
j=1 j=4623 j=8163 j=8965

(a) Here we set

0.01 if 1 <i <4622
0.002 if 4623 < ¢ < 8162
0.01 if 8163 < ¢ < 8964
0.02  if 8965 < 7 < 9000

A=

This gives us that Zjizf I;, Z?i%% I, 23?92684163 I; and Z?i%%% I; all follow Poisson distributions with
parameters 46.22, 7.08, 8.02 and 0.72 respectively. We approximate the first sum as normal with mean 46.22
and variance 46.22. We summarise the probabilities in the following table:

The total probability is therefore approximated as

14



Z —0.72,~8.02,,~7.08 (0.72)%(8.02)7(7.08)% ® (IOi + 25+ 0.9k + 46.22 — 100)
ilj1k! 46.22

0,4,k

(0.72)1(8.02)7(7.08
e 1582 Z ) (7.08)" ® (1.470906i + 0.29418135 + 0.1323816k — 7.910534)
i17Vk!
1,5,k

S ees i Doosiesli  D;ugasl; Probability  P(A > 10000000)

4 7 8 0.0006294833 0.3521605 0.0002216792
4 7 9 0.0005609396  0.4024106 0.0002257280
4 7 10 0.0004498735  0.4543292 0.0002043907
4 8 7 0.0005557035  0.4138336 0.0002299688
4 8 8 0.0005570927  0.4660064 0.0002596088
4 8 9 0.0004964315 0.5187708 0.0002575342
4 8 10 0.0003981381 0.5712080 0.0002274196
4 9 7 0.0004371534  0.5304841 0.0002319029
4 9 8 0.0004382463  0.5827246 0.0002553769
3 9 9 0.0016271922  0.1293106 0.0002104132
4 9 9 0.0003905261 0.6335423 0.0002474148
3 9 10 0.0013050082  0.1593157 0.0002079083
4 9 10 0.0003132020 0.6821187 0.0002136409
3 10 8 0.0012928265 0.1665581 0.0002153307
4 10 8 0.0003102784  0.6925354 0.0002148787
3 10 9 0.0011520521  0.2017253 0.0002323980
4 10 9 0.0002764925 0.7374265 0.0002038929
3 10 10 0.0009239458  0.2409989 0.0002226699
3 11 8 0.0008321102  0.2502590 0.0002082431
3 11 9 0.0007415026  0.2941527 0.0002181150
3 11 10 0.0005946851  0.3413022 0.0002029674
Adding these and all other terms gives 0.03072908.

(b) Here we set
—log(1 —0.01) = 0.010050336  if 1 < ¢ < 4622
\ = —log(1 — 0.002) = 0.002002003 if 4623 S 1 < 8162
* 7] —log(l—0.01) =0.010050336 if 8163 < 7 < 8964
—log(1 —0.02) = 0.020202707  if 8965 < @ < 9000
This gives us that 24622 I 2231642623 259684163 and 230%0965 I; all follow Poisson distributions with

parameters 46.4526523, 7 0870895 8. 0603694 and 0. 7272975 respectlvely We approximate the first sum as
normal with mean 46.4526523 and variance 46.4526523. We summarise the probabilities in the following table:
The total probability is therefore approximated as

Z ~0.7273 8,060, ~7.087 (0.7273)%(8.060)7 (7.087)% o (10i + 2§ + 0.9k + 46.4526523 — 100)
e
iljlk! V/46.4526523

1,5,k

o~ 15.87476 Z (0.7273)%(8.060)7 (7.087)*
il5k!

® (1.4672183¢ + 0.2934437; + 0.1320496k — 7.8565650)
N
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Z?lzﬁfazg 1 2?1684163 I Z?OZ%%GE; I;  Probability P(A >10000000)

7 10 2 0.0019173652  0.1438129 0.0002757419
8 10 2 0.0016985673  0.1758506 0.0002986941
9 10 2 0.0013375443  0.2120742 0.0002836586
6 11 2 0.0013877052 0.1835417 0.0002547018
7 11 2 0.0014049701  0.2206795 0.0003100480
8 11 2 0.0012446436 0.2617854 0.0003258295
9 11 2 0.0009801001  0.3064981 0.0003003988
6 12 2 0.0009321180 0.2714258 0.0002530009
7 12 2 0.0009437149  0.3168745 0.0002990392
8 12 2 0.0008360240  0.3652700 0.0003053745
9 12 2 0.0006583307  0.4159140 0.0002738090
7 13 2 0.0005851300  0.4273939 0.0002500810
7 8 3 0.0006439146  0.4273938 0.0002752051
8 8 3 0.0005704351  0.4796772 0.0002736247
6 9 3 0.0005696011  0.4913759 0.0002798882
7 9 3 0.0005766878  0.5439660 0.0003136985
8 9 3 0.0005108797  0.5957959 0.0003043800
9 9 3 0.0004022945  0.6459948 0.0002598801
6 10 3 0.0004591196  0.6071215 0.0002787414
7 10 3 0.0004648316  0.6568473 0.0003053234
8 10 3 0.0004117879  0.7039944 0.0002898964
7 11 3 0.0003406104  0.7571980 0.0002579095

Adding these and all other terms gives 0.03876835

21
Mean total loss = 800 x 0.02 x 3000 + 2100 x 0.05 x 4000 + 500 x 0.12 x 5000 = 48000 + 420000 + 300000 =
$768,000. The variance of the total loss is

800 x 0.02 x 0.98 x 30002 + 800 x 0.022 + 2100 x 0.05 x 0.95 x 4000% + 2100 x 0.05 x 16002 + 500 x 0.12 x 0.88 x 50002 + 500 x 0.12 x 150
= 177,120,000 + 1, 864, 800, 000 + 1,455, 000, 000 = 3, 496, 920, 000

168(2%9??260%315117?& approximation therefore has 6 = 3432238800 = 1122240 = 4553.28125 and o = % =
We get 890090 — 175.697470917264
The expected payment on the stop-loss insurance is therefore

0 o0
— / (z — 175.697470917264z% " )e~*dx = $11,234.2
F(Oé) 175.697470917264

The expected square of the payment on the stop-loss insurance is therefore

92 [
/ (2T — 2 x 175.6974709172642 + 175.69747091726422% Ve “dx = 740555835
F(a) 175.697470917264

so the variance of the stop-loss payment is 614348585, and the standard deviation is $24, 786.06
The reinsurance premium is therefore $36,020.26.
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(b) The normal approximation has p = 768000 and o2 = 3496920000, so the standard deviation is
59134.761350664128 and the cut-off for the stop-loss is 0.541136875656 standard deviations above the mean.
The expected payment of the stop-loss is therefore

M)

o0 — 0.541136875656)e~ =
50134.761350664128 Jos41136875656 (7 Je”*

Vo
— 59134.761350664128 [ L& J0sanisesrsese 0.541136875656(1 — ®(0.541136875656))
V2T
o 0.5411368756562
= 59134.761350664128 (ﬁ — 0.541136875656(1 — @(0.541136875656))) = 10963.59
Y

The expected square of the payment is

50134, 7613506641282 J0s41136875656(# — 0-541136875656)%¢ =

V2T

o0 _a?

_ 50134.7613506641 252 Josa1136s7s656(2” — 1082273751312z +0.202829118194)e™
' V2T
LI
_ 59134.761350664128 [ L& Jisaiaeszaese 0.541136875656(1 — ®(0.541136875656))
V2T

670,5411368756562

= 59134.761350664128 <\/T —0.541136875656(1 — @(0.541136875656))) = 10963.59
s

Now we have that

So the variance is

59134.761352 0501124 +1—®(0.5411) — 1 0823£ +0.2928(1 — ®(0.5411)) | = 677982038.478915225279
. Vo . . N . . = .

The standard deviation is 26038.088226267980, so the premium is 10963.59 + 26038.088226267980 =
$37,001.68.

if 20% are smokers, the expected number of claims per policy is 0.2x0.02+0.8x0.01 = 0.012, so the premium
is set to 1.1 x 12 = 1.32. If 30% are smokers, the expected number of claims is per policy is 0.013. Therefore,
the claims exceed the premium if the average number of claims per policy is more than 0.002 larger than the
expected number. We are told that this has probability at most 0.2, and we have that ®(0.8416212) = 0.8, so the

standard deviation of the number of claims per policy is at most 0.5?4(1)8312 = 0.002376366. The variance of the

17



number of claims per policy is therefore 0.000005647115. If the total number of lives is n, then 0.3n are smokers

and 0.7n are non-smokers. The variance of the number of claims is 0'3X0'02X0'9820'7X0'01Xo'gg = 0.000005647115,
. _ 0.00588+0.00693 _ __ 0.01281  _
S0 we get n = 5500005647115 — 0.000005647115 — 2208.415.

So at least 2269 lives.

11 Estimation for Complete Data

11.2 The Empirical Distribution for Complete Individual Data
23

The probability mass function is

P(X =n)
0.2
0.1333
0.0667
0.2667
0.1333
0.1333
0.0667

N O W= O3

The cumulative Hazard rate is

H{(x) H{(z)
0.2231436 0.2
0.4054651  0.3667
0.5108256  0.4667
1.0986123 0.9111
1.6094379 1.3111
2.7080502 1.9778
2.9778

N O R WD = O

24]
The Nelson-Aalen estimate is H(5) = 1.31111111, so this gives S(5) = e~ 1311111 = (.2695204.

11.3 Empirical Distributions for Grouped Data

25

The total number of policies is 1099. 194 are less than $100,000, and 558 are less than $500,000, so
the empirical estimates are F(100000) = %% and F(500000) = 338 The ogive then gives F(300000) =
% ( 1109949 + %) = 130—7969 = 0.3421292. So the probability that a random policy would be affected by this tax is
0.6578708.

20

See slides.

27

over the 2000 observations, the total of all values of X A 6000 is 2000 x 1810 = 3,620, 000. There are 300
observations for which X A 6000 = 6000. The sum of these is therefore 300 x 6000 = 1,800,000. The total of
the 1700 observations where X is less than 6,000 is therefore 3,620,000 — 1,800,000 = 1,820,000. The total
of the 30 observations between 6,000 and 7,000 is 200,000, so the total of the 1,730 observations below 7,000 is

18



2,020, 000. The total of X A 7000 for the 270 observations above 7,000 is 7000 x 270 = 1, 890, 000 so the total of
all 2000 observations of X A7000 is 202000041890000 = 3910000, so the average E(X A7000) = 3919000 — 1 955

The total number of observations is 200+ x +y. The number of observations less than 50 is 36. The number
of observations less than 150 is 36 + z. The number of observations less than 250 is 36 + z + y. Therefore

36
F,(50) = ———
n(50) 200+ +y
36 +x
Fa(159) = 00 a7y
36+z+y
Fa(250) = 300527y
36 + 0.4x
F,(90) = —— =10.21
£ (90) 200+ +y
36+ x+ 0.6
Fa(210) = S =051

We therefore need to solve the equations

36+ 0.4z = 0.21(200 + = + )
19z — 21y = 600
36+ + 0.6y = 0.51(200 + = + )
49z + 9y = 6600
12002 = 144000
=120
y =80

12 Estimation for Modified Data

12.1 Point Estimation

129]
The probability that a randomly chosen individual survives to more than 1.6 is expressed as the product
11 13 15 14 11 9 7 11x9x7 231

B b 4 9 7 XIx7 23 17109
12572 516 X1 X183 511 X8 T Tox1zxs sz CA0HTION
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8§ 8 _ 1

S = >

9 97 2

8§ 8 64 _1
— X = = — 2 —
9 9 &1 2
64 10 160 S 1

— X == — = =
81 12 243 7 2

160 10 1600 _ 1
— X — = 2 —
243 11 2673 © 2
1600 8 1280 1
X — = < =
2673 10 2673 2
So the median is y5 = 0.8.
311
The cumulative hazard rate funtion is given by H(1.6) = {5+ 15+ 5 +15 + 15t o +5 = —oo0+15015+16076+18480+43680+30030
310534 The survival function is therefore S(1.6) = e~ 2iosm0 = .5574756

12.2 Means, Variances and Interval Estimation

2l
The Kaplan-Meier estimator gives S,,(0.5) = 3 x 8 x 10 = 3% and S,(1) = § x & x 13 x ¥ x & = 1289
So the conditional probability is

160 1280
243 — 2673 _
160
543 11
B3l
Suppose we are estimating the survival function at z which is in the interval (c1, c3]. The estimate is
co— T T —cC
S(x) = S(er) + S(c
(@) = 222 S(e) + 2L S(ca)

Let X be the number of observations from a sample of n observations that are less than c¢1, and let Y be
the number that are between ¢; and cy. We then have

S(x):cz—xn—X+x—cln—X—Y:1_X(62—x)+(X+Y)(x—cl) X z—q

Cy — C1 n Cy — C1 n Cy — C1 n Cy — C1

We therefore have that

C2—Cq Co2—Cq

Var(X) + (ﬂf Var(Y) + 2 (ﬂ) Cov(X,Y)

Var(S(z)) = —

We also have that X and Y are multinomially distributed with probabilities 1 — S(¢1) and S(c1) — S(ca)
respectively. This means
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Var(X) = nS(c1)(1 — S(e1))
Var(Y) = n(S(c1) — S(c2))(1+ S(c2) — S(c1))
Cov(X,Y) = —n(1—5(c1))(S(c1) — S(e2))

This gives that

Cy — C1 2 C1 — Cc1)) — Co —C1 )X —C1 — C1 C1) — C2 Xr — C1 2 C1) — C2 Co) —
Var(§ay) — (2@ S(en)(1 = Slen)) ~ 2er )& — e)(1 = S(en)(S(er) = Slea)) + r — e1)*(S(er) = S(ea) L+ S(e2)

S(er

n(cy — c1)?
(c2—c1)(1=S(c1)) ((ca—c1)S(er) —(z—c1)(S(e1) =S (ca)) +(z—c1)(S(c1) =S (c2)) ((z—c1) (148 (ca) =S (1)) —(ca—c1)(1-S(c1)))

(ca—e1)(1=S(e1) (2 —)S(er)+ (@ —e1)S(e2)) + (@ —e1)(S(er) — S(e2)) ((w—e1) (1= S(er)) (2 —2) (1~ S(er))

REY

We compute S(10000) = 148 and $(100000) = 552 This gives S(50000) = 5 x 146 1 4, 683 _ 9962
0.2541067

The variances are given by

1446 x 2910

43563
683 x 3673

43563
2910 x 683

43563
92 x 1446 x 2910 + 42 x 683 x 3673 — 2 x 9 x 4 x 1446 x 683 237873044
43563 x 92 ~ 43563 x 81

Var($(10000)) =
Var($(100000)) =

Cov(5(10000), $(100000)) = —

Var($(50000)) =

= 0.00003553011

The standard deviation is +/0.00003553011 = 0.005960714.

A 95% confidence interval is therefore 0.2541067 4 1.96 x 0.005960714 = [0.2424237,0.2657897].

00

Let the dying times be t1,...,t,, and let the corresponding risk sets be ri,...,r,. Let the number of
people surviving at each dying time be X;. Suppose that the true probability of surviving at time ¢; is p;. The

Kaplan-Meier estimate of the survival probability is therefore H?:l f Since the X; are independent, we have

(1) -1 (%)

= sz
=1
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so the Kaplan-Meier estimate is unbiassed.
We also have:

(1) -1

so the variance is

I (222 ) M= (o) ({1 (52) )

If we let s; be the total survivial probability up to time ¢, so that s; = H;Zl p;, then this becomes

({1 (e o))

Greenwoods formula gives that the variance is

_(1280\? L2 2
T\ 2673 Ox8 9x8 12x10 11x10 10x8

(1280 ? /55 + 55 + 66 + 36 + 99
-~ \ 2673

3960
= 0.0180089

The 95% confidence interval is therefore
0.4788627 £ 1.96+/0.0180089 = [0.2158361, 0.7418893]
37

The confidence interval is

Gl

[Sn(1) 7, S,(1)7]

where

1.96 /0.0180089
U = e 7704788627 10g(0.4788627) — ().4742837

22



So the confidence interval is

[0.4788627%-108443 () 4788627%-4712837] — [0.2117109, 0.7052276]

38
The Nelson-Aalen estimator is H(5) = ﬁgl + % + %%0804- 215 4+ 170 = 1.321168

The variance of this estimator is then Torz T 1152 T Toosz + 7231852 + 5127362 = 0.001589823
We therefore have

log(H (5)) = 0.2785162
- 0.001589823

Var(log(H (5))) = ~ 5317egz = 0-0009108203

So a 95% confidence interval for log(H (5)) is
0.2785162 + 1.96v/0.0009108203 = [0.2193638, 0.3376686]
The corresponding interval for H(5) is

[1.245284,1.401676]

and the corresponding interval for S(5) is

[0.2461840, 0.2878591]

12.3 Kernel Density Models

See slide.

Z0)

See slides.

12.4 Approximations for Large Data Sets

Z81

(a) The exact exposure is 1 +0.7+1+02+0.8+1+04+1+044+084+02+1+04+1+05+0.1+
0.9+ 0.6+ 0.2+ 0.4 = 12.2 years. There are two deaths in the interval. The estimate for the hazard rate is
therefore ??’2 = 0.2459016, and the probability of dying in the year is 1 — ¢~0-2459016 — () 2180008.

(b) The actuarial exposure is 1+0.7+14+0.2+084+14+04+14+04+0.8402+14+04+14+0.5+0.1+
0.9+ 0.6+ 1+ 1=13.6, so the estimate for the probability of dying is & = 0.2205882.

Using insuring ages, the table looks like this:
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entry death exit | entry death exit
61.2 - 64.2 | 63.0 - 64.0
61.7 - 63.0 | 61.8 - 64.0
62.4 - 64.1 | 614 - 63.0
60.1 - 62.3 | 62.6 - 65.6
62.8 - 65.8 | 61.0 624 -
62.0 - 64.3 | 62.0 63.2 -
63.6 - 66.6 | 62.0 64.9 -
61.7 - 64.7 | 62.1 - 63.5
60.2 - 63.0 | 62.2  62.7 -
60.4 - 62.9 | 628  65.0 -

(a) Now the exact exposure is given by 1 +0+140+14+1404+140+0+14+1+0+14+0+024+1+
0.5+0+1=11.1, so the estimated hazard rate is ﬁ = 0.09009009 and the estimated probability of dying is
1 — ¢70:09009009 — () 08615115.

The actuarial exposure is given by 1+0+14+0+14+1+0.44+14+0+04+1+14+0+14+04+1+140.5+04+1 =119
so the estimated probability of dying is ﬁ = 0.08403361.

(b) Using an anniversary-to-anniversary study, we ignore all partial units of exposure, so the exposure is
11, which makes gg3 = % = 0.0909.

43

See next slide.

44

(a) The exact exposure is % = 13. The hazard rate is therefore 13—3 = 0.2307692 and the probability of
dying during the year is therefore 1 — e~0-2307692 = (.2060773.

(b) The actuarial exposure is 15 + % = 14.5 and the probability of dying during the year is therefore
2= = 0.2068966.

Now death is the censoring event and withdrawl is the event we are trying to estimate. The exposure is
15+ 52;3 = 16 and the probability of withdrawing is therefore 1—66 = 0.375.

15 Bayesian Estimation

15.1 Bayesian Estimation

40l
(a) The marginal density function is given by
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o0 _6 03 2]
~ 1000 ~z df
/0 10005 x 24 324 ¢

- e~ 0(wwmt%) gp
/0 10005 10005 x 7221

( 007 Tz )

= 5 .8 F(S)
(000 + =)
1000324 x 70
(1000 + z)8

(b) For a fixed value of 6, the likelihood of the sample is

93 __0_ 93 _ e 9396_9( 1§2+"'+44122)
——e 132 ... — @ 4422 —
X X X oo X
3 x 1324 3 x 44224 (132 4422)4

The posterior distribution of # is therefore given by

939679(ﬁ+-~-+ﬁ)ﬂ_w)
(132x---x4422)%

To|x (0lz) = 1 7
0o 939~ (m*"'*uzz)
fo m(0) (132x - x4422)2 e

939670(ﬁ+...+ﬁ)ﬁ(0)
Jo 7(0)039e 0wt F 7)o
939670(11@+...+ﬁ)0467ﬁ

= 1 1
Ji% e om 390 (ch i) dp
043679(W12+"'+ Tt 10100)

IS 0430 0( i+ + 2 +1000) 9

So the posterior distribution of  is a gamma distribution with o« = 44 and 6§ = - — 98.62476.

ﬁ+"'+m+1000 .
(¢) The predictive distribution of X is calculated in the same way as the marginal distribution. That is:
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o0 2] 63 )
~ 38762476 ~v do
Frix(le) = /O 28. 6247644 w 431° 3407

oS A6 L N
/ 0(28.62476+y) deo
o 28 6247644 x 430 % 3y

(28 GZTeT A x3y3 )

1 47
(o +3)
y43

B 0(1000 +y)A7

I'(47)

15.2 Inference and Prediction

47
(a) The mean of a gamma distribution with o = 44 and 6 = 28.62476 is 44 x 28.62476 = 1259.489.
(b) We want to calculate the expected value of the predictive distribution of X. This is given by

144

N
E(Y|X) = fooo (28.62jz4ﬁ+z)47
Jo @s62aTeTa)T 4T
o) s
Jo s eaareray 4T
S 44
Jo (28.62476+2)27 dx
‘We have
0o 43 00 — 98.624 43
/ x _ dx:/ (u 8?7 76) Ju
0 (2862476 + fL‘) 28.62476 u
= / (u™* — 17000u =5 4+ 136000000u 5 — - .- — 28.62476%) du
28.62476
_ L (1 o43 136 1N
28624763 \3 4 5 47
= 2.923977e — 12
and
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oo 44 0o — 98.624 44
/ x o / (u—28.62476)"
0 2

(28.62476 + )*7 8.62476 utt
_ # 1 _ 4£ + @ _ + i du
T 928.624762 \2 3 4 47

= 2.631579¢ — 09

So the expected value of the predictive distribution is

2.631579¢ — 09
2.923977e — 12
[We can also get this (exactly 900) by expanding the series as a beta function and integrating by parts.]
(¢) For a fixed value of 6, the expected value of x is 30%1, so for 8 = 1259.489, the expected value of x is
1259489 — 29.745.
4g

The posterior distribution is given by

= 900.00

4 .
%/\36720/\67400000)\ )\62510

Tax(A) = 62313 ,—400020X
AlX foo 20% 33 ,—20X ,—400000 ) 62310
0 6

This is a Gamma distribution with a = 62314 and 6 = 755555

(a) To get a HPD interval, we need to calculate which values of A have the same probability density. That
is, for a fixed ), find the other value of X' such that 62313 log (Ay) — 400020(\ — )

Let r = )‘/T_)‘ Then this equation becomes

62313 1og(1 + r) = 400020 \r

We want to find the solution to this such that the total probability of the interval is 0.95
R-code:

PDdiff<—function (x,alpha){
xprime<—qgamma(0.95+pgamma(x, alpha),alpha)
return (dgamma(x, alpha)—dgamma(xprime , alpha))

A search reveals that to solve PDdiff(x)=0, we get 61825.02157621. The corresponding upper point is
62803.54. The interval is then

61825.02157621 62803.54

= [0.1545548,0.157001]

400020 " 400020
(b) We are looking to calculate the 97.5th percentile of this Gamma distribution. We can compute this
numerically.
The interval is
R-code:

qgamma (0.025,62314) /400020
qgamma (0.975,62314) /400020
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This gives the interval

[0.1545565, 0.1570027]

; s bt 62314 : 62314 \2 : : :
(c) The post.erlor dlS’?l‘lbuthD has mean ;55555 and variance ( 400020) . Using a normal approximation, the
95% confidence interval is

62314 62314
100020 + 1.96\4/@ = [0.1545541,0.1570003]
15.3 Conjugate Priors
49
If the prior distribution is (), then the posterior distribution is proportional to
7()er (@) 2 X
()~

The prior distribution must therefore take the form m(6) oc h(f)e®"(?)~Blog(a(9))

We can choose h(6) = #

_ ﬂ-(g)er(@) > X —N log(q(0))

16 Model Selection

16.3 Graphical Comparison

00l
The log-likelihood of this Pareto distribution is

14 (log(a) 4+ alog(8)) —(a+1) (log(8 + 325) + log(# + 692) + log(8 + 1340) + log(# + 1784) + log(8 + 1920) + log(# + 2503) + log (8 -

Differentiating with respect to o and 6 give

= (log (@ + 325) + log (6 + 692) + log (6 + 1340) + log(6 + 1784) + log(6# 4 1920) + log(# + 2503) + log (6 + 3238) + log(6 + 4054)
(+1)1+1+1+1+1+1+1+1+1+1+
= («x

0+325 0+692 60+1340 O+1784  6-+1920 642503 6+3238 6+ 4054 6 + 6304

60 + 5862
0 = 4156615 o = 934.25
531

See next slide.

oo R

16.4 Hypothesis Tests
09|
(a) D = 0.1605338

e At the 95% level, the critical value is % = 0.3634753.
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e At the 95% level, the critical value is % = 0.3260587.

so we cannot reject the model.

(b) We have that F(z) =1— e +0)a, so the statistic is

u (Fn(x) + ﬁ - 1)2 a0
n/t (ea«zw)afea)) ((x n 9)a+1) de

(z+6)2

2
Fn(."l,')—i—meiaa—l
/ x—i—@o‘l( (e +0) ) d

(@0 -6
/ 2)(x+0)" — ((x+0)° = 67)°
x—|—9 yoeti((x + 0)™ — 69)

p IRy A (R Y L
" <x+0><F””<<x+9>a—ea> 25 @)+ gy )d

For a constant value F),(x) = ¢, we have

/bc2 alz +0)1! 2c a((z+0)* —0%) da
P

+0)*—6) z+6 (z + ) +!

o b
= llog((z + 0)* — 6°))° — 2ac[log(x + 0))° + a [log(z + 0)]° — [_(xf—G)a]

_ 2 (b+0)* — 0~ —2¢)lo b6 AR

= c”log (MO‘GO‘) +CY(1 2 )1 g(a+0) + (b+9)a (a+0)o¢

- (a+0)°((b+0)> — 6%) o (B oo o
_CQIOg((b+9)O‘((a+9)' go )>+Oé(1 ) 1g<a+9>+(b+9)a (a+ 6)«

For our example, if we let £ = 0 and u = co, we have the following;:
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325 + 6 N 13 210 692 + 6 122 1340 + 6 N 1\, (178440
0 12) ®\32519¢ 14 69210 12) ¢\ 1310190
7

2
1
i)

L (10) ), (192046 9)? g (250346 8)? g (3238 16Y (T 210 4054 + 0
14) °®\ 178110 14) ¢\ 192010 12) %\ 250319 &\ 3238+ 6
(S 210 5862 + 0 (S 210 6304 + 0 (5 210 6926 + 0 N 4 210 6926 + 0
14) 5\ 105410 14) %\ 586210 114) %\ 630410 &\ 6304+ 0
32 8120 + 6 2 9176 + 0 1 9984+9
2\ 2 ~)1
+(14) °g<6926+6)+(14) Og<8120+9>+(14) °8 9176+0>>
(e}
1 2 92+0) 1
+ 1 log| ———%= -4 log — " -1
) (9984+0)
0.

So the model cannot be rejected.
011

If the parameter of the Exponential distribution is 8, then the log-likelihood of the data is

74210g(1 — e~ (%)) + 1304 log(e~ (%) — = (282)) | 102210~ (4) _ o~ (252))

8301og(e~(“9") — = (*%%)) 4 211 10g(e~ (*0") — = (%)) — 143 (5200>

Taking the derivative with respect to 6, we get

5000e~ (%) (5000e~ (%) — 10000~ (*5*))

742 02(1 (5000)) + 1304 92( 7(50900) 7(10200))

— € e — €

(10000e~(*™) — 15000¢~(*6™)) (15000e~(*%™) — 20000¢~(*%™))

O ) _ (o)) T g () _ (=),

(& — €
_( 20000 ) ( 5000 )
(20000e~(**%**) — 25000¢ ) 25000
211 92( (20000) B 67(25200)) — 143 92 =0

_ 5000

Multiplying by % gives
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5000 5000 5000 5000

742¢= (%) 1+ 1304(1 — 2~ (*9°)) + 1022(2 — 3¢~ (%)) 4 830(3 — 4~ (*¥)) 4

211(4 — 5e= (*#)) — 143(5 — 5¢=(*9")y = 0
5967 — 10076~ (“#) = 0
o) _ 5967
e _ 2P0
10076
5 _ 5000
~ log (5o67)
= 9543.586
This gives the following table
Claim Amount 0O; FE; %
0-5,000 742 1733.969 567.49
5,000-10,000 1304 1026.855 74.80
10,000-15,000 1022 608.103 281.71
15,000-20,000 830 360.118 613.10
20,000-25,000 211 213.262 0.02
More than 25,000 143 309.694 89.72
total 1626.85

This should be compared to a Chi-square with 5 degrees of freedom, so the model is rejected at all signifi-
cance levels.

For the exponential distribution, the log-likelihood is

(3259 920 1241 135 1822 2010 2417 2773 3002 3631 4120 4692 5123
6 9 8 9 9 9 9 9 9 9 9 9 9 9 o8

This is maximised by

382+ 596 + 920 + 1241 + 1358 + 1822 + 2010 + 2417 + 2773 + 3002 + 3631 + 4120 + 4692 + 5123
- 14

Which gives a log-likelihood of — (14 + 1410g(2434.786)) = —123.1666.
For the Weibull distribution, the log-likelihood is

0

= 2434.786

Setting the derivatives with respect to 6 and 7 equal to zero gives:

+ (5?3) + 14710g(0)>
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3827 51237 14
T 0T+1+...+97‘+1_? =0

3827 + -+ +51237

14 o
14 382\ " 382 5123\ " 5123

o (59 Y 1 () P =

This gives the solution 7 = 1.695356 and 6 = 2729.417
l(z;7,0) = —120.7921
The log-likelihood ratio statistic is therefore

2(—120.7921 — (—123.1666)) = 4.749

For a Chi-square with 1 degree of freedom, this has a p-value 0.04703955, so the Weibull model is preferred
at the 5% significance level.

17 Introduction and Limited Fluctuation Credibility

17.2 Limited Fluctuation Credibility Theory

17.3 Full Credibility

63}
(a) The number of claims made is a binomial distribution with n = 372 x 7 = 2604 and some unknown p.

The expected number of claims is np and the variance is np(1 — p), so the relative error Yg £ is approximately

—p
np

normally distributed with mean zero and variance 17%;. ‘We therefore want to check whether ® ( 0'105 ) > 0.975

(two-sided confidence interval).

In this example, the total number of claims in seven years of experience is 9. This sets p = ﬁ, and
0.05 0.15
| — | = | ———— | =0.5597202 < 0.975
1-p 1- -9
np 2604
So the company should not assign full credibility.
(b) Suppose we continue with the assumption that p = ﬁ. Then we want to find the n such that
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. Nl
P I (0 5\/5) —0.975

1-p 2595
np

015V _ | oo

1v/2595

1.962 x 2595
= o0 - 443064.5

If the company continues to employ 372 employees, then this equates to 1191.034 years.
Alternatively, since p is small, we can approximate 1 — p = 0, so we are looking to solve

0.05,/np = 1.96
np = 400 x 1.96% = 1568.64

So the standard for full credibility is 1568.64 claims.

02l

(a)

Based on the data, the coefficient of variation is 3966025.'1542 = 3.747396. Assuming the number of claims is
large enough to use a normal approximation, we have that the critical value is 1.96 at the 95% confidence level.

This means that the coefficient of variation for the average X is % = 0.01831247. Multiplying by 1.96

gives us the relative 95% confidence interval as 0.03589244. Since this is less than 0.05, the company should
assign full credibility to this data.
(b) The insurance company will assign full credibility if

3.747396
N

x 1.96 < 0.05

(1.96 x 3.747396
nz|—————

2
= 21579
0.05 )

17.4 Partial Credibility

06!

The partial credibility assigned is Z = W/W?OM = 0.0766632
The credibility premium is therefore

0.0766632 x 338.7097 + 0.9233368 x 1000 = $949.40

(6l
19

(a) The credibility for claim frequency is Z = (/57 = 0.2124397, so the credibility estimate for claim
frequency is 0.2124397 x 1.9 4+ 0.7875603 x 1.2 = 1.348708.
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The credibility for claim severity is Z = m = 0.1237844, so the credibility estimate for claim severity

is 0.1237844 x 5?32 + 0.8762156 x 230 = 239.4597. The credibility estimate for aggregate claims is therefore

1.348708 x 239.4597 = $322.9613.

(b) The credibility for claim frequency is Z = \/% = 0.128761, so the credibility estimate for claim
frequency is 0.128761 x 1.9 + 0.871239 x 1.2 = 1.290133.

The credibility for claim severity is Z = ﬁ = 0.1763422, so the credibility estimate for claim severity
is 0.1763422 x 5822 + 0.8236578 x 230 = 243.4763. The credibility estimate for aggregate claims is therefore

1.290133 x 243. 4763 = $314.1168.

(¢) The credibility for aggregate losses is Z = \/% = 0.1581139. The credibility premium is therefore
0.1581139 x 582.2 + 0.8418861 x 276 = $324.4145.

(d) The credibility for aggregate losses is Z = \% = 0.1. The credibility premium is therefore 0.1 x
582.2 4+ 0.9 x 276 = $306.62.

17.5 Problems with this Approach

68
Using a normal approximation, the standard for full credibility is

o(25)

where 7 is the coefficient of variation of X. For our data, we have

/8240268 x 3722
a 3506608

[N

= 3.046911

The standard for full credibility is therefore given by

_ 3.04?911 (<I>_1 (1 - g))Q

3722 3722 v 1221.5657
r =
- 3.0469110-1 (1 —8)" — &1 (1—2)

18 Greatest Accuracy Credibility

The credibility is

18.2 Conditional Distributions and Expectation

6O
(a) Let © =1 for frequent drivers, and © = 0 for infrequent drivers. Then
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E(X|©=1)=04
E(X|O© = 0) = 0.1
Var(X|© =1) =04
Var(X|© =0) =0.1

SO

E(X) = E(E(X|©) = 0.75 x 0.4+ 0.25 x 0.1 = 0.325

and

Var(X) = E(Var(X|0)) + Var(E(X|0)) = 0.325 + 0.3% x 0.25 x 0.75 = 0.325 + 0.016875 = 0.341875

(b) o
e % i =1
P<X—0|@)_{e—0~1 ifO =0

So
0.75¢=04
PO=1X=0) = = 0.6896776
© | 0) 0.75¢=0-4 4 0.25¢—0-1

Therefore the new expectation and variance are:

E(X) = E(E(X|©) = 0.6896776 x 0.4 + 0.3103224 x 0.1 = 0.3069033

and

Var(X) = E(Var(X10))+Var(E(X|©)) = 0.306903340.3%x0.3103224 x0.6896776 = 0.325+0.016875 = 0.3261653
18.3 Bayesian Methodology
L0
(a) We have E(X|© =6) = £, so
©
E(X)=EEX|©=0)=E 5)= 150
(b) The joint density function is

62 _ 0 03 _o
Ixelw,6) = (2 <1005 ) (2:546 1)

For samples, x1 and x5, the joint density is therefore
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92 _ 6 93 _ 6 93 _ 6
— ¢ 100 — e =1 e =2
2000000 2114 2104

S ——C )
8000000z 4224
The posterior distribution of © is therefore a gamma distribution with @ = 8 and 0 = ﬁ =
100 x x
43.29897. C
The expected aggregate losses are given by
E(©)
E(X) = E(E(X]©)) = —;
=4 x 43.29897
= 173.1959
[Tl
(a) We have

E(X) = E(E(X|A) =E(A) =1

(b) The posterior distribution is a Gamma distribution with « = 0.5+ m and 6§ = H%n We therefore have

B(X) = E(E(X|A)) = E(A)
2(m+0.5)

14+ 2n
2m+1

2n+1

B <1J2rn2n> (%) * <1+12n>

The posterior density function is proportional to
34
Y T ———
3+ XN)°

We have that the posterior expected number of claims is the posterior expected value of A, which is given by
00 \mH1g—mnA
fo (3+i)5 dA

To0 Ame—nx v
fo (3+N)5 dA

Substituting u = A + 3, these integrals become

JoSum (u = 3)m e dy,

J5S w3 (u — 3)me"u du
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The credibility estimate is then given in the following table:

1 2 3 4 5 6 7 8 9 10
0.4331 0.2937 0.2243 0.1821 0.1534 0.1327 0.1170 0.1046 0.0946 0.0864
0.9261 0.6073 0.4580 0.3693 0.3101 0.2675 0.2354 0.2103 0.1900 0.1734
1.4785 0.9396 0.7003 0.5614 0.4697 0.4044 0.3552 0.3169 0.2862 0.2609
2.0874 1.2891 0.9506 0.7579 0.6321 0.5430 0.4764 0.4246 0.3831 0.3491
2.7487 1.6543 1.2081 0.9584 0.7970 0.6833 0.5987 0.5331 0.4806 0.4377
3.4571 2.0336 1.4722 1.1627 0.9642 0.8252 0.7221 0.6424 0.5788 0.5269
4.2067 2.4256 1.7423 1.3704 1.1336 0.9686 0.8466 0.7525 0.6776 0.6165
4.9919 2.8288 2.0178 1.5811 1.3050 1.1134 0.9721 0.8633 0.7769 0.7065
5.8073 3.2420 2.2981 1.7948 1.4782 1.2594 1.0985 0.9749 0.8768 0.7970
6.6477 3.6640 2.5829 2.0110 1.6531 1.4065 1.2257 1.0870 0.9771 0.8878

We compare this to the table of 2221111 that we get from the Gamma prior.

1 2 3 4 5 6 7 8 9 10
0.3333 0.2000 0.1429 0.1111 0.0909 0.0769 0.0667 0.0588 0.0526 0.0476
1.0000 0.6000 0.4286 0.3333 0.2727 0.2308 0.2000 0.1765 0.1579 0.1429
1.6667 1.0000 0.7143 0.5556 0.4545 0.3846 0.3333 0.2941 0.2632 0.2381
2.3333 1.4000 1.0000 0.7778 0.6364 0.5385 0.4667 0.4118 0.3684 0.3333
3.0000 1.8000 1.2857 1.0000 0.8182 0.6923 0.6000 0.5294 0.4737 0.4286
3.6667 2.2000 1.5714 1.2222 1.0000 0.8462 0.7333 0.6471 0.5789 0.5238
4.3333 2.6000 1.8571 1.4444 1.1818 1.0000 0.8667 0.7647 0.6842 0.6190
5.0000 3.0000 2.1429 1.6667 1.3636 1.1538 1.0000 0.8824 0.7895 0.7143
5.6667 3.4000 2.4286 1.8889 1.5455 1.3077 1.1333 1.0000 0.8947 0.8095
6.3333 3.8000 2.7143 2.1111 1.7273 1.4615 1.2667 1.1176 1.0000 0.9048

© 00O Ui Wi~ O

© 00O Ui Wi~ O

18.4 The Credibility Premium
73

We are trying to choose «; to minimise

E (M(@) - (Oé() + i a2X1>> =K /J,(@)2 — 2/1,(@) (ao + i azX7,> + (O[() + i a1X1>
i=1 i=1 i=1
i=1 i=1

i=1

n n n 2
= FLQ + '1_)2 _ 20[0/J + 0[02 + 2a0E <Z OZZXZ> —E <,u(@) <Z Oéle>> +E (Z CVZXZ>
=1 =1

i=1

Setting the derivative with respect to ag equal to zero yields

: <a0+E (ZX) _M) 0
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That is, cg should be chosen to make the estimate unbiassed. Now we differentiate with respect to o, and
set the derivative equal to zero:

i=1

ﬂ )
2@<M@ﬁi%&>wXﬂE<&<M@§3m&>>0

Cov (X;,u(0)) = Z a; Cov (X5, X;)
i=1

Since X; and X, 41 are conditionally independent given (©), we have that Cov (X, u(©)) = Cov (X, Xp41)
re!

In this situation, the second normal equations becomes:

n
i=1
p (-3 i)

o; =
J 0_2

So all the a; are equal to a common value o, and we get

p(1—na)

o=
0-2

Now we have E(X,,4+1) = p = E(X;) The first normal equation then becomes

H= oo+ (Z ai) M
i=1

= oo + nop
ap = (1 —na)u

We can therefore rewrite our credibility estimate as

ZX+(1-2Z)u
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where Z = na. We can then solve:

Let the coefficients of the X; be «;, and let the coefficients of Y; be 5;. The normal equations are:

n m
N+V:a0+zaiﬂ+2ﬁiV
j=1 k=1

P+§=§:%P+§:@£+aﬂ2
i k=1
CHE=D b+ > Bl + Bir?

j=1 k#i

From these, we deduce that §;(1 — () = 8;(7 — (), and so §; = §; = 8 (assuming the Y; are not perfectly
correlated). Similarly, a; = a; = . Substituting these into the normal equations gives:

w4+ v =ay+ nau+ mpr
p+&=a((n—1)p+0) +mpe
C+E=nat+B((m—1)¢+12)

This gives
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(n—1)p+ o2 m— 2 —m
(=R b~ 16+ 72) - me

(e=DE) (C+9 - (0+9)

- (=) ((m = 1)+ 72) = m

((n=Dp+0%) ((+& —nlp+9)
(n=1)p+0?) ((m—=1)(+7%) — mng?
((m —1)¢+72) —m&(¢+§)
((n=Dp+02) ((m—1)¢+7%) — mng?

ag=(1—na)p+ (1 —mpB)v

<(n1)p+7

LI 49— 0+ = (

o =

18.5 The Buhlmann Model

L0

We have Z = gz 5%mss = 0.9958687, and X = 14220 = $142.58 so the credibility premium is
23804

0.9958687 x 142.58 4+ 0.0041313 x 326 = 143.34

rdrd
We have Z = 1()4-17% = 0.2823961, and X = 3224 _ 399 40 so the credibility premium is

28822 10

0.2823961 x 322.40 + 0.7176039 x 990 = $801.47

18.6 The Buhlmann-Straub Model

78]
The weighted mean is 1990990 — 805 153. The credibility is Z = ——2azmmy = 0.6479325. The credibility

1242 12424 BZE1000 —

premium is therefore

0.6479325 x 805.153 + 0.4520675 x 1243 = $959.30

)

49
The weighted mean is 1(4§,O>0 = $3,428.57. The credibility is Z = W = 0.09017537. The
12 12 832076

credibility premium is therefore

0.09017537 x 3428.57 + 0.90981463 x 600 = $855.07

18.7 Exact Credibility

S0l
The Bayes premium is the conditional expectation of X, given X;,...,X,,. We are given that it is a
linear function of X;. That is
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Now recall that
COV()Q7 XnJrl) = ]E(Xan+1) — E(XZ)E(Xn+1)
=EEX;Xn41|X1,. .., X)) — E(X)DEE(X 41| X1, -+, X))

= ]E(Xl Z Oéij) — E(Xz)E(Z anj)
j=1 J=1
j=1

= Zaj COV(XZ', X])

Jj=1

This means that the second normal equation is satisfied by the Bayes premium. We also have

E(Xnt1) = E(E(Xns1]| X1, ..., X)) =E (ao + Z aiXi>
i—1

So the first normal equation is satisfied. Thus the Bayes premium is the credibility premium. [Technically,
need to show this is the only solution].

S 1]

Recall from Question 49| that the conjugate prior is

() h(@)em(e)*ﬁlog(q@))

We choose h(8) = Cr'(#). The posterior distribution is

r(6) T X, r(0)(a+3, X,
m(O)T O )o@ -B1o8a(0) @) T XN 1og(a@)) — CT(0)e (42, X)
()~ q(0)7 N
Recall that the mean of a distribution from the linear-exponential family is
q'(6)
r'(0)q(0)

The posterior mean is therefore
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E(T,“@) >: /99 Crw)q(”(a*zw Dod®

(©)q(©) 0)s+N 7'(0)q(0)
N R L
B /90 q(0)P N+
iy @ (atsr, xi) 1" 01 2 (g)er®) (o Sin, X2 "
o ol A
7“(9) (X+Ez N ) ( ) r(0)x T‘(e)(a+x+ZL 1 )
// G)FN T 40 dxd@—// GyFNT dx df

19 Empirical Bayes Parameter Estimation

19.2 Nonparametric Estimation

(a) The overall mean is 27208 = 346.35
The EPV js 80595.2+1225822.6+62760.2+102062.53-+0.04-30505.0+ 140653.74 56385.3 — 17696845 — 99191(.5625

The total variance is

(172.80—346.35)%+(671.60—346.35)2 4 (177.80—346.35)% +(635.40—346.35) 2+ (0.00—346.35) 2+ (247.00—346.35) % +(633.60—346.35) % +(232.60—346.35) >
7

67592.36
The VHM is 67592.36 — 2212105625 — 2335(.25
(b) The credibility of 5 years of experience is

5

221210.5625
5 + 23350.25

= (.3454569

The premiums are

0.3454569 x 172.80 + 0.6545431 x 346.35 = $286.40
0.3454569 x 671.60 + 0.6545431 x 346.35 = $458.71
0.3454569 x 177.80 + 0.6545431 x 346.35 = $288.12
0.3454569 x 635.40 + 0.6545431 x 346.35 = $446.20

0.3454569 x 0.00 + 0.6545431 x 346.35 = $226.70
0.3454569 x 247.00 + 0.6545431 x 346.35 = $312.03
0.3454569 x 633.60 + 0.6545431 x 346.35 = $445.58
0.3454569 x 232.60 + 0.6545431 x 346.35 = $307.05
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Sl
In total the aggregate claims were 15.7 million, and the total exposure was 14,693 lives. The average claim

per life is therefore 1517406090300 = 1068.54. The averages for the three companies are:

5300000

— 1,462.88
3623 ’
4000000
o = 815.00
4908
6400000
e —1,038.62
6162 , 038.6

The total variance is therefore

3 y 3623(1462.88 — 1068.54)2 + 4908(815.00 — 1068.54)2 4 6162(1038.62 — 1068.54)2 — 90988.51
2 14693 o '

The variances for the three companies are:

769(1690.51 — 1462.88)° + 928(1616.38 — 1462.88)° + 880(909.09 — 1462.88)” + 1046(1625.24 — 1462.88)> _ | . ..

3
1430(699.30 — 815)% + 1207(745.65 — 815)2 + 949(632.24 — 815)? + 1322(1134.64 — 815)? — 63905244
. =
942(1167.73 — 1038.62)2 + 1485(942.76 — 1038.62) + 2031(935.50 — 1038.62)% + 1704(1173.71 — 1038.62)? — 27347095
. =

The expected process variance is therefore:

(*6162+
23 x 11644 4 244 4 6162 x 2734
3623 x 116443575 + 4908 x 63905 6162 x 27347095 _ .\ o

14693
The variance of hypothetical means is 90288.51 — 61528266 x 142@ = 81913.33

The credibilities of the three companies’ experiences are therefore

3623
| = oo ot = 08282774
3623 + 81913.33
4908
> = oo sz = 08672698
908 + 81913.33
162
016 = 0.8913462

3= 61528266
6162 + Si513.33
The credibility premiums per unit of exposure are therefore:
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0.8282774 x 1462.88 + 0.1717226 x 1068.54 = $1,395.16
0.8672698 x 815.00 + 0.1327302 x 1068.54 = $848.65
0.8913462 x 1038.62 + 0.1086538 x 1068.54 = $1,041.87

19.3 Semiparametric Estimation

&4
There are a total of 3193 claims from 6210 policyholders, so the estimate for y is % = 0.5141707. Since
for a Poisson distribution the mean and variance are equal, this gives the expected process variance is also

v = 0.5141707. We calculate the sample variance

6210 (1406 + 740 x 4 + 97T x 9+ 13 x 16 + 3 x 25
6209 6210

so the variance of hypothetical means is 0.6249401 — 0.5141707 = 0.1107694 and the credibility of 3 years
of experience is

— 0.51417072> = 0.6249401

3

= 0.5141707
3+ 07107604

= 0.3925771

so the credibility estimate is

0.3925771 x 2 + 0.6074229 x 0.5141707 = 1.097473

11073*1 11073 6181*2 12362 2433*3 7299 1598*4 6392 589*5 2945 329*6 1974 65*7 455 9*8 72 2*9 18

42590

42590 claims were made in

6210*1 6210 8041*2 16082 11207*3 33621 8827*4 35308

91221 years.

34285 policyholders

The global mean is therefore p = 3%23? = 0.4668881 claims per year. (There are slightly better estimators
for the global mean.)

For the Poisson distribution, the mean is equal to the variance, so the expected process variance is also
0.4668881.

We now aim to estimate the variance of hypothetical means.

Weighting each individual equally, the variance of the means of these individuals is
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381 (11073 x (0 — 0.467)% + 2828 x (0.25 — 0.467)% 4 4032 x (0.333 — 0.467) + 5011 x (0.5 — 0.467)*+

2214 x (0.667 — 0.467)% 4 985 x (0.75 — 0.467)% 4 4066 x (1 — 0.467)% 4 358 x (1.25 — 0.467)*+

734 x (1.333 — 0.467)2 + 655 x (1.5 — 0.467)% + 215 x (1.667 — 0.467)? + 43 x (1.75 — 0.467)*+

983 x (2 — 0.467)% + 22 x (2.333 — 0.467)? + 13 x (2.5 — 0.467)% + 103 x (3 — 0.467)% + 14 x (4 — 0.467)?
+3 x (5—0.467)%) = 0.2576804

The expected variance of the means is

(6210 x 1+ SO 4 U207 4 8827 5 0.4668881
34285
The variance of hypothetical means is therefore

= 0.2202404

0.2576804 — 0.2202404 = 0.03743999

Therefore the credibility is

3

0.03743999
so the credibility estimate is

0.1939199 x 0.66666666667 + 0.8060801 x 0.4668881 = 0.5056291

S0l

The total exposure is 454+ 10+45+ 14 4+27+ 12+ 744+ 27+ 104293+ 14+ 13+ 10+ 14+ 17+ 6 = 631
units.

The means for each individual are: == = 0.2982456 0, 0 = 0.5121212, and 7 = 0.1489362.
The average value of \ is therefore & 2982&%“'0"'0 5121212+0 14%6%62 = 0.2398258, so this is the expected process
variance, because the variance of a Poisson dlstrlbutlon is equal to the mean.

Suppose the hypothetical means are Ay, A2, A3, and A4, and the overall mean is A = %. The
(>\1*A)2+(>\2*A)QJ?:()\S*A)2+(>\4*)\)2

variance of means is

, We estimate this as

(0.2982456 — 0.2398258)2 + (0 — 0.2398258)2 + (0.5121212 — 0.2398258)2 + (0.1489362 — 0.2398258)>
3

= 0.04777833

However, this estimate also includes the variance of each estimate for A;. The variance if the total exposure is
n; i \;‘77 so the total variance due to process variance is
i

0.2982456 o 0.2982456 N 0.2982456
164/114 164/330 16v/47

The VHM is therefore 0.04777833 — 0.004865574 = 0.04291276.

The credibility for an individual with 330 units of exposure is therefore 5733 = 0.9833466
0.04291276

The credibility estimate for Az is therefore 0.9833466 x 0.5121212 + 0.0166534 x 0.2398258 = 0.5075866.

= 0.004865574
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20 Simulation

20.1 Basics of Simulation
R’7

(a) We can simulate a normal with u = 2 and 02 = 9 by transforming a standard normal. We obtain:

®~1(0.1850620) = —0.8962411
®1(0.8613517) = 1.0864124
$~1(0.3607076) = —0.3565680

Our sample from the normal with mean 2 and standard deviation 3 is therefore:
2 — 3 x0.8962411 = —0.6887234

2+ 3 x 1.0864124 = 5.259237
2 — 3 x 0.3565680 = 0.9302959

(b) The density function of this Pareto distribution is

2400*
Fao)=1- ——
() (2400 + x)*
To find the value corresponding to u, we must solve
24004 B
(2400 + z)*
2400 1
N  BEIAY -
Ga0 o)~ LW

2400 + z = 2400(1 — u) "%
z = 2400 ((1 ) - 1)

The three simulated numbers are therefore

2400 (0.8149380*% _ 1) — 125.9811
2400 (0.1386483—% _ 1) — 1533.0784

2400 (0.6392924—% . 1) — 284.0238
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(¢) The distribution function of the Poisson distribution is:
n  P(X <n)
0 0.09071795
1 0.30844104
2 0.56970875
3 0.77872291
4 0.90413141
We see where our simulated u values fit in this table (taking the upper bound in each case), to get the
simulated values:

1 4 2

20.2 Simulation for Specific Distributions

S8
(a) The first random number is 0.29351756, which is between 0.02 and 0.88, so the first driver is average.
The loss amount is therefore given by solving

4000*
1————— =0.11768610
(4000 + )"
4000*
T —0.88231390
(4000 + =)

4000 \
. —(.88231390%
(4000 + )

4000
(4000 + ) =

0.88231390%
2 = 4000 (0.88231390—i . 1) — 127.1876

The third random number is 0.47362823, which is again between 0.02 and 0.88, so the second driver is also
average. The loss amount is generated from the fourth random number, and is given by solving

4000*
1—————  =0.13843535
(4000 + )"
4000*
T~ 0.86156465
(4000 + z)*

4000 \
. —(.861564653
(4000 + )

4000
(4000 + ) =

0.86156465%
2 = 4000 (0.86156465—i _ 1) — 151.8153
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(b) The first simulated loss is the same as in (a), but for the second, we don’t need to simulate the driver’s
type again, so we use the 0.47362823 to simulate the second loss.

1 (4(;10(())% — 0.47362823
(4(;10(())%* — 0.52637177
(11(;1()(())702@ — 0.52637177*
(4000 + z) = —1000

0.52637177%
2 = 4000 (0.5263717 -5 1) — 696.0947

39
We start by simulating the number of deaths as binomial with n = 720, and p = 0.01. We can use a normal
approximation to obtain our simulated number of deaths. ®~!(0.3876723) = —0.2853910, so

720 x 0.01 — 0.2853910v/720 x 0.01 x 0.99 = 6.438054

Rounding this produces 6 deaths.

Conditional on 6 deaths, the number of disabilities has a binomial distribution with n = 714 and p =
0.04040404.

®~1(0.2534800) = —0.6635787, so

0.04

0.09 —

714 x 0.0404040404 — 0.6635787+/714 x 0.0404040404 x 0.9595959595 = 25.3571

Rounding this produces 25 disabilities.

Conditional on 6 deaths and 25 disabilities, the number of lapses has a binomial distribution with n = 695
and p = 342 = 0.1263158.

®~1(0.2954348) = —0.5375763 , so

695 x 0.1263158 — 0.5375763v/695 x 0.1263158 x 0.8736842 = 83.08145

Rounding this produces 83 lapses.
90l
The possible outcomes are listed with their probabilities in the following table:

Event Probability
Dies first year 0.01
Lapses first year 0.02

Dies second year 0.01455
Lapses second year 0.0388
Dies third year 0.018333
Survives 0.898317

We convert the simulated numbers to standard normal:
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1(0.8579075) = 1.0709654
1(0.8193713) = 0.9129717

o ( )
o™ ( )
o ( )
®~1(0.7313493) = 0.6168989
$~1(0.9613431) = 1.7664893
®~1(0.7735622) = 0.7506296
®~1(0.9745215) = 1.9518417
®1(0.6261118) = 0.3215727

We therefore get

1(0.4031135) = —0.2452963

2 + 1.0709654/200 x 0.01 x 0.99 = 3.506982

so we simulate 4 deaths in the first year. Then

0.02 0.02 0.97
196 x —— 4+ 0.91297174/196 x —— x —— = 5.75785
“ 099 " \/ 0,99~ 0.99
so we simulate 6 lapses in the first year. Then
0.01455 0.01455  0.95545
190 —0.24529634/190 = 2.43901
. \/ “ 007 X o7
so we simulate 2 deaths in the second year. Then
0.0388 0.0388  0.91665
188 0.6168989+/188 = 9.30408
* 0.05515 © \/ " 0.95545 " 0.95545
so we simulate 9 lapses in the second year. Finally
0.018333 0.018333  0.898317
1 ———— +1.7664 1 =6. 2
79 x 0.01665 + 1.766 893\/ 79 x 091665 X 0.01665 6.88876
so we simulate 7 deaths in the third year.

el

For the Poisson distribution, this is almost the definition of a Poisson distribution — the number of events

happening in unit time for a Poisson process.

For a binomial with parameters n and p, we can consider n separate Poisson processes with rate log((1—p)).
The probability that an event happens in such a process before time 1 is p, so the number of processes in which
events have occurred by time 1 follows a binomial distribution with parameters n and p as required. Now we
will instead simulate the events in the order in which they occur, eliminating each process once it yields an
event. After k events, the number of processes remaining is n — k, so the rate is Ay = (n — k) log(1 — p), so in

the notation of the table ¢ = nlog(1 — p) and d = —log(1 — p).
For the negative binomial with parameters r» and 3, recall that a
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negative binomial distribution is a



we can prove the result by induction. We first observe that the probability of zero is e 71980 +8) = (143)~7,
as required. Now suppose the result holds for k. We now have the distribution of T} + --- + T}, since
P(Ti+++Tp <z) =P (L 4.+ Ik < 1). The probability that £ +- .-+ Zk < 1 is the probability that a
negative binomial distribution with parameters r and ', where log(1+ ') = xlog(1 + 3) has value more than

k. Now the probability that our negative binomial distribution has value at least k + 1 is

LT T,
/ P (; R ?k < 1) (r + k) log(1 + B)e(l—z)(r—o—k) log(1+8) (1.
0
1
J

S~ (R (L8 (LY .
— Z( k > (l—i-ﬁ/) (1+5,> )(T+k)log(1+5)e(1 )(r+k) log(14+8) 1,
L& fr+n—1 (1—(14p)*)" .
:/0 <Z ( " )(1—1—5)(7”+")w (r 4 k)log(1 + B)(1 + )2 +k) gy

n==k

n=~k
Vs (rHk—1+m)\ (1—(1+B)7)km —2)(r
:/0 <mz_0( k+m ) (1 + B)(rthtmz (r+k)log(1+ B)(1+ {17+ du

k+m (]_ + B)(27‘+2k¢+m)z

= (r+k)(1+B) " log(1+ B) /01 (i <r+k— 1+m> (1— (1+6)”)k+m> o

m=0

vy S (T k- 14m L (1 gy

m=0

substituting w = (1 4 8)*, we get %ﬁ = wlog(l+ B), so

19 _ z\k+m (1+p) _ m
log(HB)/O (1—(1+8)") d“":/I (A —w)tm

(1 + 5)(2r+2k+m)z w(2r+2k+m+1)

(143) k+m k+m (_w)z’
k+m (14+8)

_ Z (k + m) (_1)7;/ wi—(2r+2k+m+1) dx
‘ G 1

oz oy (10 )
( i )(1) i— (2r + 2k +m)

This gives that the probability that our negative binomial distribution has value at least k + 1 is
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- m i—(2r4+2k+m) ~1
(r+k) Pk —14m) S </€+m> _ i((l—’_ﬂ) )
(r+k)(1+8)* Z( bt m )Z T A ey e T B

m=0

k) (1t B i i (r—l—z— 1) (z)(_l) ((1J.rﬁ)”‘(2,.+k+n) _ 1) .

i1—(2r+k+n)

=0 n=max(i,k)

The probability that our simulated distribution has value k is then

, o E—1 k+m k » (1+ﬂ)i—(2r+2k+m)_1 00 b —
(r+k)(1+p)0HH Y <T+k+m+m> > ( tm>(_1)2( i— (2r + 2k +m) ) ~ (k=D + AT ZO(TZ—1

m=0 =0

oo k+m

2r+2k+m)
s 8 (v en( L))o e (1)

<(1 n ﬁ) (2r+2k+m) _ 1)
i— (2r+2k+m)

oo k+m
—(1+ AT 3 (”k_Q*m)(’“*.m) (r+ )1+ )L gy

k -
_ E— 1)
k—1+m ) k+m (r+ ) /

To generate an exponential distribution with rate A from the uniform random variable u, we want to solve

For our random values we have
u —log(1l —u)
0.9587058 3.1870332
0.4975469  0.6882530
0.7957639 1.5884786
0.1762183  0.1938497
0.8649957 2.0024486
0.4639014  0.6234372
0.4426729 0.5846030
0.4197114  0.5442297
0.4212635 0.5469080
0.3984598  0.5082619
0.4043391  0.5180837
0.3122119 0.3742745
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(a) We have ¢ = —2010g(0.86) and d = log(0.86).
This gives
ko A Ty Cumulative Sum
1 3.0164578 1.05654826 1.05654826
So we simulate X = 0.
(b) We have ¢ = 6 and d = 0.
This gives
kK X T Cumulative Sum
1 6 0.53117220 0.5311722
0.11470883  0.6458810
0.26474643 0.9106275
0.03230829  0.9429358
5 0.33374144  1.2766772
So we simulate X = 4.
(c) We have ¢ = 3log(3) and d = log(3).
This gives
ko X T Cumulative Sum
1 6  0.96698755 0.9669876
2 6 0.15661871 1.1236063
So we simulate X = 1.
(a) Using the Box-Muller method, we take

=~ LN
OO

Z1 = \/—210g(0.9974532) cos(2 x 0.44294517) = —0.06687504
Zy = \/—210g(0.9974532) sin(2 x 0.44294517) = 0.02505647

(b) Using the polar method, we first calculate

X1 =2x0.9974532 — 1 = 0.9949064
X5 =2 x0.4429451 — 1 = —0.1141098

W = 0.99490642 + 0.1141098% = 1.00286

Since W > 1, we reject this sample and take the next sample:
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X1 =2 % 0.6159707 — 1 = 0.2319414

Xy =2 % 0.6626078 — 1 = 0.3252156

W = 0.2319414% 4 0.32521562 = 0.3104239
v \/ —210g(0.3104239)

0.3104239
Z; = 0.2319414 x 2.745341 = 0.6367582

Zy = 0.3252156 x 2.745341 = 0.8928277

= 2.745341

20.3 Determining the Sample Size

94

The estimate is p = %, where n is the number of simulations performed, and N is the number larger than
$200,000. We know N has a binomial distribution with parameters n and p. This means that for large n, p
approximately follows a normal distribution with mean p and variance p=p) The probability that the error

is at most 0.0001 is therefore "
0 (0.000ln) B

p(1—p)
To have a 95% probability of this we need

. 1
P (0000”> — 0.975
p(1—p)
. 1
0.0001n 196
p(1—p)

n = 19600p(1 — p)

The largest this can be is 4900, when p = 0.5, so this many will always be sufficient.

We can alternatively use p as an estimator for p, and stop when n > 19600p(1 — p).

The estimate for the 95th percentile is the 95th percentile of the sample. If the sample size is n, then taking
the pth percentile of the sample, we estimate the variance is 2=P)  We can use a normal approximation

n
for our estimated distribution function. The 95% confidence interval is therefore p + 4/ @. Let 7 be our

estimate of the 95th percentile. We want to have 95% confidence that the true 95th percentile is between
w4+ 100 and 7 — 100. Alternatively, we can demand that the probability is at least 0.975 that the distribution
function Fx (7 +100) > 0.95 and probability at least 0.975 that the distribution function Fx (7 + 100) < 0.95.

A one-sided 97.5% confidence interval for Fx (z) is (—oo, & + 1.96\/%] or [& —1.96/ w, 00). We
see that 0.95 is not within this confidence interval whenever p > 0.95 + 1.96«/@. That is, if we let p be
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the estimated density function at m + 100, we must have
51— 7
5095 > 1.96,/ 2L =P

For large n, we will have p ~ 0.95, so we will use this value to get

0.95x 0.05  0.4271721
p—0.95 > 1961/~ 22
n Vn

Letting NV be the number of observations between 7 and 7 + 100, we have

N S 0.4271721
n vn

giving

N > 0.4271721
n

NG

and a similar condition for the number of observations between 7 and « + 100.
If we simulate a uniform random variable U, the corresponding Pareto loss is found by solving

43002
(4300 + )25
4300 + = = 4300(1 — U) %4
x=4300((1 - U)""* —1)

=1-U

To simulate the number of losses, recall that the negative binomial is the number of exponential random
variables that need to be added together to total more than 1, where
Ak = (r+ k) log(1+ 3)

Using this we simulate 1000000 aggregate losses.
For the first n simulated aggregate losses, we calculate the estimated 95th percentile 7, and the quantity

%, the number of simulated values between 7 and 7 + 100.
We find that the first time that we have % > 0.4271721 is when n = 4950000.

20.4 Examples of Simulation in Actuarial Modelling

90l
As usual, we simulate a uniform distribution U, then invert to get

X =6000((1 —U)7z — 1)

For the ETNB distribution, we have
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Pn F(n)

0.91 0.91
0.07148907 0.98148907
0.01081054 0.9922996
0.003814452 0.9961141
0.001730458 0.9978445

0.0008897089 0.9987342
0.0004933183 0.9992275
0.0002877403 0.9995153
0.0001740478 0.9996893
0.0001082021 0.9997975
10 0.00006872152 0.9998663
11 0.00004.440233  0.9999107
12 0.00002.909616  0.9999398
13 0.00001.929190  0.9999591
14 0.00001.291952  0.9999720
15 0.000008.726456  0.9999807
16 0.000005.938247  0.9999867
17 0.000004.067316  0.9999907
18 0.000002.801929  0.9999935
19 0.000001.940129  0.9999955
20 0.000001.349572  0.9999968

We simulate another uniform distribution and use this lookup table to invert the distribution and get the
number of losses. We then simulate claim sizes for all the losses and sum to get aggregate losses. We finally
apply the stop-loss insurance and take the mean to estimate the expected aggregate claims.

For the simulation I performed, I get the mean as $1,733,716.

971

We simulate from the Gamma distribution, estimate the 95th percentile empirically, then take the average
of all values above this percentile.

For one simulation we get 21540.21.

93]

We simulate from a Gamma distribution with o = 3.7 and 6 = 1,352. We then reestimate o and 6 from the
data using maximum likelihood. We then calculate the Anderson-Darling test statistic for a large number of
samples of size 186. We then count the number of these samples on which the Anderson-Darling test statistic
is at least 1.84, divided by the total number of samples. This is the p-value.

In the simulation I performed, 10 out of 10000 datasets had a statistic larger than 1.84. We therefore
estimate the p-value as 0.001.

If the p-value is 0.001, then the number of datasets with statistic larger than 1.84 can be approximated by
a normal with mean 10 and variance 10000 x 0.001 x 0.999 = 9.99. A 95% confidence interval for this p-value
is therefore 0.001 + 0.0001961/9.99 = [0.0003805036, 0.001619496].
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