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Abstract. In this study, we provide a detailed analysis of the spike solutions and their stability for the Gierer-Meinhardt model on3
discrete lattices. We explore several phenomena that have no analogues in the continuum limit. For example in the discrete case, the4
system retains spike patterns even when diffusion of the activator is set to zero. In this limit, we derive a simplified algebraic system to5
determine the presence of a K-spike solution. The stability of this solution is determined by a K by K matrix. We further delve into the6
scenarios where K = 2 and K = 3, revealing the existence of stable asymmetric spike patterns. Our stability analysis indicates that the7
symmetric two-spike solution is the most robust. Furthermore, we demonstrate that symmetric K-spike solutions are locally the most8
stable configurations. Additionally, we explore spike solutions under conditions where the inhibitor’s diffusion rate is not significantly9
large. In doing so, we uncover zigzag and mesa patterns that do not occur in the continuous system. Our findings reveal that the discrete10
lattices support a greater variety of stable patterns for the Gierer-Meinhardt model.11
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1. Introduction. Patterns are ubiquitous in nature, and a significant portion of scientific inquiry is14
devoted to discerning and elucidating the development of such patterns [14, 19]. One of the widely accepted15
mechanisms for pattern formation is the diffusion-driven instability proposed by Turing in 1952 [21]. Since16
its proposal, a substantial body of literature has emerged, investigating this pattern formation mechanism17
from both theoretical and experimental perspectives. A prototypical model for studying pattern formation18
is the Gierer Meinhardt (GM) model [4], introduced in 1972 to study the formation of Hydra heads, which19
has been extensively studied theoretically and numerically due to its simple form and rich dynamics. An20
intriguing phenomenon exhibited by the GM model far away from Turing bifurcation is the emergence of21
localized patterns, where one component is concentrated within a small interval and is nearly zero otherwise.22
These patterns typically manifest in the large diffusion limit, particularly when the activator’s diffusivity23
is significantly smaller than that of the inhibitor. Over the past two decades, the existence and stability24
of localized patterns have been the focus of numerous rigorous and formal analyses (see Wei [25] for a25
comprehensive review). In the one-dimensional domain, the multi-spike patterns in the GM model have26
been well studied [23, 24, 7, 22]. In order to extend the classical one-dimensional GM model to account for27
more practical scenarios, recent studies have included the effects of precursors [27, 8], anomalous diffusion28
[16, 17, 26], bulk-membrane coupling, and extra components[29].29

All the above results for localized patterns refer to models in the continuous system. On the other hand,30
Turing considered both discrete and continuous multicellular systems in his original work. Indeed, using31
models based on discrete lattices is a more intuitive approach for modeling because they offer increased32
adaptability in depicting signaling processes and the interactions between cells that depend on their physical33
contact. Therefore, pattern formation on the lattices of discrete cells has also attracted increased attention.34
In 1971, Othmer and Scriven [18] first extended the Turing instability analysis to the reaction-diffusion35
(RD) systems on several discrete regular lattices. In the decades that followed, however, initial studies were36
confined primarily to regular lattices or to networks of a small scale [20, 13]. Building upon previous work,37
Nakao and Mikhailov [15] conducted a deeper examination of Turing patterns within reaction-diffusion38
(RD) systems on intricate, irregular networks. Their research uncovered significant disparities between39
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2 T. KOLOKOLNIKOV, J. WEI. AND S. XIE

Fig. 1: Two three-spike solutions of the system (1.1). Parameters are n = 60, Du = 0, Dv = 0.01n2. Both
of them are stable.

the characteristics of Turing patterns observed in complex networks and those found in continuous spaces.40
After the pioneering work, there has been a significant surge in research interest within this domain, as41
evidenced by the contributions from references [1, 6, 12, 30, 5]. However, the majority of research in this42
area has concentrated on Turing patterns. To our best knowledge, there are no theoretical studies on localized43
patterns within discrete lattices, apart from a handful of numerical studies [13, 11, 28]. This motivates us to44
investigate the localized patterns of GM model on a network. To be more specific, we study GM model on45
a cycle graph:46

(1.1)
ut = DuL u − u + u2/v

τvt = DvL v − v + u2
47

Here, L is the minus discrete laplacian on the graphs, namely:48

(1.2) (L u) (k) = ∑
j∼k

(u(j)− u(k))49

where the sum is taken over all neighbours j of k. In particular, for the cycle graph, Lu is the usual finite-50
difference Laplacian, (Lu)(k) = u(k + 1) + u(k − 1)− 2u(k).51

Our primary focus is on understanding the relationship between localized patterns that emerge in con-52
tinuous systems and their counterparts in discrete systems. Specifically, we aim to determine if localized53
patterns are observable in both types of systems and whether those in discrete lattices display unique char-54
acteristics. To initiate our investigation, we delve into the existence and stability of what are known as55
’K-spike’ patterns. In Fig. 1, we present a typical example of three-spike steady states with parameters56
n = 60, Du = 0, Dv = 0.01n2, where n is the total number of the node. It is noteworthy that the “u”57
component is zero at all points except for a few vertices, while the “v” component appears smooth across58
the board, with the exception of those same vertices.59

The paper is organized as follows. In section 2, we initiate our analysis with the simplest scenario of60
system (1.1), setting the parameters to Du = 0 and τ = 0, which still allows for the possibility of spike so-61
lutions. Based on the continuum approximation of the discrete system, we construct steady states consisting62
of K spikes with their centers in position {xk, k = 1, . . . , K}. Then, by taking advantage of the symmetry,63
we investigate the stability of symmetric solutions consisting of K spikes evenly distributed over the domain.64
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We compute the critical threshold Dv = Dc ∼ n2

Karccosh(3) , below which the symmetric K-spike pattern is65

unstable. Furthermore, we show that the symmetric K-spike pattern is locally “the most stable”, in the sense66
that any perturbation of those K-spike states will increase the critical threshold. This leads us to hypothesize67
that among all K-spike states, the symmetric pattern is the most stable. We confirm this hypothesis for the68
specific case of K = 2, where a stable two-spike solution maintains uniform height regardless of their rel-69
ative positions, and the symmetric two-spike equilibrium solution is identified as the most stable. We also70
explore possible configurations of evenly distributed three-spike states and show the existence of asymmetric71
three-spike patterns. Finally, we compute the exact symmetric K-spike solution to the discrete system for72
a general Dv. Our analysis reveals that the stability findings are in agreement with those predicted by our73
continuum approximation. In section 3, we explore the emergence of spiky patterns within specific param-74
eter settings: Du = 0, Dv ∼ O(1) and Du = ε2 ≪ 1, Dv = κDu. Even in scenarios where the system75
cannot be accurately represented by a continuous model, spike patterns continue to manifest. Moreover, we76
discover more stable patterns that are not evident in continuous models, such as the distinctive “shark teeth”77
(zigzag) and “mesa” patterns. These patterns are characterized by a significant departure from homogeneous78
states and exhibit abrupt transitions at certain nodes. It is particularly noteworthy that a single spike solution79
is present for all values of Dv when Du = 0. However, this condition does not hold when Du exceeds zero,80
even slightly. We identify a critical threshold at Dv = κ f ε2, below which the existence of a single spike81
is no longer feasible. This is the analogue to the well-studied phenomenon of spike replication [10, 9] in82
the continuum limit. We find an explicit value of κ f = 4 in the limit where Du is small, beneath which83
no solutions featuring a jump between adjacent nodes are observed. It is noteworthy to mention that in the84
continuum limit, the parameter κ f cannot be computed analytically but only approximated numerically. In85
section 4, we conclude with some remarks and end our paper with a discussion on various open problems.86

2. K-spike solutions and their stability. In this section, we focus on spiky solutions and their stability87
when88

(2.1) Du = 0, Dv = d2n2, τ = 0.89

When n is large, the governing equation of the component v can be effectively approximated by a continuous90
system, which enables us to use the continuous solution to estimate the value of v.91

We denote92

(2.2) u(j) = ũ
(

j
n

)
and v(j) = ṽ

(
j
n

)
,93

where j is the node number. Then the system (1.1) with the parameter (2.1) becomes:94

(2.3)
ũt = −ũ + ũ2/ṽ,

0 = d2n2L ṽ − ṽ + ũ2.
95

Dropping the tilde, we will study the following system96

(2.4)
ut = −u + u2/v,

0 = d2n2L v − v + u2.
97

Construction of K-spike solutions: Let {xk, k = 1, . . . , K} be the locations of K spikes, we have98

(2.5) u(xk) = v(xk),99
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100

(2.6)
(

v
(

xk +
1
n

)
− v(xk)

)
n −

(
v(xk)− v

(
xk −

1
n

))
n = − 1

d2n

(
u2(xk)− v(xk)

)
.101

Note that when n is large, we can approximate Eq. (2.6) as102

(2.7) ∂+x v(xk)− ∂−x v(xk) ∼ − 1
d2n

(
u2(xk)− v(xk)

)
.103

Away from the spikes where x ̸= xk, we estimate104

(2.8) n2L v ∼ ∂xxv, as n → ∞.105

Thus the second equation of the system (2.4) is approximated by:106

(2.9) ∂xxv − v ∼ 0, x ∈ [0, 1]/{xk, k = 1, . . . , K}.107

Combing Eq. (2.7) and Eq. (2.9), we can solve for v(x).108
Let G (x, x0) be the Green’s function satisfying109

(2.10) d2∂xxG − G + δ(x − x0) = 0, Gx(0) = Gx(1) = 0.110

Then G is given by111

(2.11) G =
1

d sinh(1/d)

{
cosh (x/d) cosh ((x0 − 1) /d) , x < x0;
cosh (x0/d) cosh ((x − 1) /d) , x > x0.112

If we replace Neumann boundary condition by periodic boundary condition, we obtain113

(2.12)

Gper(x, x0) = G
(

1
2
+ l,

1
2

)
, where l = min (|x − x0| , 1 − |x − x0|) <

1
2

=
cosh

((
l − 1

2

)
/d
)

cosh
(

1
2d

)
d sinh(1/d)

=
cosh

((
l − 1

2

)
/d
)

2d sinh(1/(2d))
.

114

Then we estimate115

(2.13) v ∼
K

∑
j=1

CjGper(x, xj), Cj =
1
n

(
u2

j − vj

)
=

1
n

(
v2

j − vj

)
.116

In particular, we obtain117

(2.14) vk ∼
K

∑
j=1

1
n

(
v2

j − vj

)
Gper(xk, xj).118

We rescale v = nV and keep the leading order term in Eq. (2.14) to obtain119

(2.15) Vk ∼
K

∑
j=1

V2
j Gper(xk, xj).120

Thus, we arrive at the following result:121
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RESULT 2.1. Suppose that the algebra system (2.15) admits a solution {Vj > 0, j = 1, . . . , K}, then122
there exists a K-spike steady state to the system (2.4) in the limit n ≫ 1, whose leading order profile is123
giving by124

(2.16)

u(x) ∼
{

0 x ̸= xk

Vk x = xk
,

v(x) ∼
K

∑
j=1

nV2
j Gper(x, xj).

125

It is worth noting that the algebra system (2.15) can admit various solutions depending on the locations126
{xk, k = 1, . . . , K} and d. We will explore the possibilities in detail for several common configurations.127

We proceed to study the stability of the spike solutions.128
Stability of K-spike solutions: We begin by formulating the leading order eigenvalue problems for a129

K-spike solution. Denote a K-spike solution satisfying Eq.(2.16) as us, vs. We introduce the perturbation130

(2.17) u = us + eλtϕ, v = vs + eλtψ, ϕ, ψ ≪ 1.131

Then ϕ and ψ satisfy the following eigenvalue problem:132

(2.18)
λϕ = −ϕ + 2

us

vs
ϕ − u2

s
v2

s
ψ,

0 = d2n2L ψ − ψ + 2usϕ.
133

At x = xj, the system (2.18) becomes134

(2.19) λϕ(xj) = −ϕ(xj) + 2ϕ(xj)− ψ(xj)135

136

(2.20) ψx(x+j )− ψx(x−j ) = − 1
d2n

(
−ψ(xj) + 2us(xj)ϕ(xj)

)
∼ − 1

d2 2Vjϕ(xj)137

Away from xk, the system (2.18) can be approximated by138

(2.21) ϕ ∼ 0 , d2ψxx − ψ ∼ 0139

Solving for ϕ and ψ from Eq. (2.20) and Eq. (2.21), and using the Green’s function defined in Eq. (2.12).140
we obtain141

(2.22) ψ(x) ∼
K

∑
j=1

BjGper(x, xj), where Bj ∼ 2Vjϕ(xj).142

Denote I as the identity matrix and ψk := ψ(xk), ϕk := ϕ(xk), Gkj := Gper(xk, xj). Combining Eqs.143
(2.19), (2.22) and (2.16), we obtain a system144

(2.23)

ψk =
K

∑
j=1

2VjϕjGkj,

λϕk = ϕk − ψk,

Vk ∼
K

∑
j=1

V2
j Gkj.

145
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Denote Φ = [ϕ1, ϕ2, . . . , ϕK]
T . Eliminating ψk in (2.23) and rewriting the equation for ϕ in a matrix form,146

we obtain147

(2.24)

λΦ = (I − M)Φ, where Mkj = 2VjGkj,

Vk ∼
K

∑
j=1

V2
j Gkj.

148

Thus, we arrive at the following conclusion.149

RESULT 2.2. In the limit n ≫ 1, a K-spike solution to the system (2.4) is stable when the eigenvalues150
of the matrix I − M defined in the system (2.24) have no positive real parts.151

We continue our investigation by examining the eigenvalue problem (2.24) for several specific spike152
configurations: (a) K-spike solutions that are of equal height and evenly spaced throughout the domain;153
(b) all possible two-spike solutions; (c) three-spike solutions that are evenly distributed across the domain,154
which may vary in height. Drawing from our analysis of the stability of these configurations, we propose155
the following conjecture:156

CONJECTURE 2.3. for a given value of d, if a symmetric K-spike configuration loses its stability, then157
all K-spike configurations are likely to be unstable as well. In essence, we suggest that the symmetric158
configuration represents the most stable arrangement.159

In the appendix A, we provide a partial proof of this conjecture by demonstrating that the symmetric config-160
uration is the most stable in a local context. This means that any deviation in the positioning of the spikes161
results in an increased threshold for stability.162

2.1. Symmetric K-spike solution and their stability. We begin by examining the scenario where the163
spikes are uniformly spaced and each has an identical height, namely164

(2.25) xj =
j
K

, u(xj) = Vj = V, j = 1, . . . , K;165

Then the constant V satisfies166

(2.26) V ∼ V2Gl(0; l), with l =
1

2K
,167

where Gl(x; l) is the Green’s function on the domain (−l, l); it satisfies Eq. (2.29) below with z = 1. Instead168
of directly working with (2.24), we will use Floquet exponents to compute the eigenvalues. That is, we solve169
the problem (2.24) subject to boundary condition170

(2.27) ϕ(l) = ϕ(−l)z, where z = exp (2πim/K) , m = 0, . . . , K − 1.171

Then λ satisfies:172

(2.28) λϕ = (1 − 2VGl(0; l, z))ϕ.173

where Gl(x; l, z) satisfies:174

(2.29) d2Gl,xx − Gl = −δ(x), Gl(l) = zGl(l), G′
l(l) = zG′

l(l).175
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Let x = x̃d, l̃ = l/d, G̃ = G/d. Dropping hats, we have the problem (2.29) but with d = 1, which can176
be solved as177

(2.30) Gl =

{
ARex + BRe−x, x > 0
ALe−x + BLex, x < 0178

with constants that satisfy the following:179

(2.31) AR = −1
2

1
1 − ze−2l , BR =

1
2

1
1 − ze2l , BL =

1
2

ze−2l

1 − ze−2l , AL = −1
2

ze2l

1 − ze2l .180

Then181

(2.32)
Gl(0) = AR + BR =

z
2

e2l − e−2l(
1 − ze−2l

) (
1 − ze2l

)
=

1
2

sinh(2l)
cosh(2l)− cos(θ)

.

182

So λ satisfies:183

(2.33) λ = 1 − 2
cosh(2l)− 1

cosh(2l)− cos(θ)
, where l =

n
2Kd

, θ = 2πm/K, m = 0 . . . K − 1.184

Note that the mode m = 0 yields λ = −1. In particular, a single spike is stable for all d as expected.185
When m > 0, we have on the one hand, λ → −1 as d → 0 and on the other hand, λ ∼ 1 as d → ∞.186
In particular, there exists a threshold dc such that K spikes are stable for d < dc and unstable for d > dc.187
Setting λ = 0, we obtain188

(2.34) lc = arccosh
(

2 − cos
(

2π ⌊K/2⌋
K

))
, l =

1
Kdc

.189

When K is even, this threshold simplifies to190

(2.35) lc = arccosh (3) ⇐⇒ dc =
1

K arccosh (3)
, K even.191

For example, this gives the value of dc = 0.2836 when K = 2; the critical value agrees perfectly with192
numerics, see Fig. 2a. We summarize the result of this subsection as follows:193

RESULT 2.4. In the limit n ≫ 1, a symmetric K-spike solution to the system (2.4) is stable when the194
parameter d satisfying195

(2.36) d < dc :=
1

K arccosh
(

2 − cos
(

2π⌊K/2⌋
K

)) .196

2.2. Two-spike solutions and their stability. In this section, we delve into a detailed examination of197
the potential two-spike solutions for system (2.4) by analyzing the reduced system. We identify two distinct198
types of two-spike solutions (see Fig 2b): one where the spikes are of equal height, another where the spikes199
exhibit different heights. However, we find that stability is only achieved in the case of the solution with200
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8 T. KOLOKOLNIKOV, J. WEI. AND S. XIE

(a) Bifurcation diagram (b) Two-spike solutions.

Fig. 2: (a) (Colored online) Bifurcation diagram of evenly distributed two-spike solutions. The total number
of nodes is n = 60. The blue line indicates solutions where both spikes are of equal height. In contrast,
the red line represents a branch where the two spikes exhibit different heights. The green diamond marks a
critical point, known as the fold point (d f ≈ 0.2836), beyond which solutions with two spikes of unequal
height are no longer present. (b) Two distinct two-spike solutions at d = 0.2, which are located at the
intersection points of the dotted line with the two solution branches.

equal-height spikes. Furthermore, we establish that among all the two-spike solutions, the symmetric one,201
characterized by equal spike heights, is the most stable configuration.202

Consider a configuration of two spikes that are separated by a (scaled) distance of l from each other,203
where l is not necessarily half of the domain size. Suppose that the first spike is at 0 and the second at204
l ≤ 1/2. Then V1 and V2 satisfy:205

(2.37) V1 = aV2
1 + bV2

2 ,206

207

(2.38) V2 = bV2
1 + aV2

2 ,208

where209

(2.39) a = Gper(0, 0) =
cosh (1/2d)

2d sinh (1/2d)
, b = Gper(0, l) =

cosh ((l − 1/2)/d)
2d sinh (1/2d)

.210

Note that a > b for any l. From (2.37), we obtain V2
2 = 1

b (1 − aV1)V1. Plugging it into (2.38) yields211

(2.40) V2 = bV2
1 +

a
b
(1 − aV1)V1212
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Plugging (2.40) back into (2.37), we obtain213

(2.41) V1(1 − aV1) = b(bV2
1 +

a
b
(1 − aV1)V1)

2.214

Simplifying Eq. (2.41), we obtain215

(2.42) V1(V1 −
1

a + b
)
(
(a + b)(a − b)2V2

1 − (a2 − b2)V1 + b
)
= 0.216

The general nonzero solution to Eq. (2.42) is217

(2.43) V1 =
1

a + b
, or

1
2

a + b ±
√

a2 − 2ab − 3b2

(a + b)(a − b)
.218

Then219

(2.44) V2 =
1

a + b
, or

1
2

a + b ∓
√

a2 − 2ab − 3b2

(a + b)(a − b)
.220

Thus, a two-spike solution with equal height exists for all l, while the condition a ≥ 3b is required to obtain221
a solution such that V1 ̸= V2.222

We then study the stability of these configurations. Following the system (2.24), we consider the fol-223
lowing eigenvalue problem:224

(2.45) λϕ = (I − M)ϕ where Mkj = 2VjGkj.225

We compute226

(2.46)
Trace(I − M) = 2 − 2(V1 + V2)a,

Det(I − M) = 1 − 2(V1 + V2)a + 4V1V2(a2 − b2).
227

• For V1 = V2 = 1
a+b , we have228

(2.47)
Trace(I − M) =

2(b − a)
a + b

≤ 0

Det(I − M) =
a − 3b
a + b

.
229

Thus, it is easy to see that we have no eigenvalues with a positive real part when a < 3b.230
• For V1 ̸= V2, we compute231

(2.48)
Trace(I − M) = − 2b

a − b
< 0,

Det(I − M) =
3b − a
a − b

< 0.
232

Thus, there exists a positive and a negative eigenvalue. We conclude that the asymmetric two-spike233
patterns are always unstable.234
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We note that condition a ≥ 3b implies cosh
(

1
2d

)
− 3 cosh

(
l−1/2

d

)
≥ 0, which is exactly the unstable235

region of an equal-height two-spike solution, see Fig. 2a.236
Now we investigate how the instability varies with the distance between two spikes. Setting a = 3b237

yields the equation for the threshold,238

(2.49) cosh
(

1
2dc

)
− 3 cosh

(
l − 1/2

dc

)
= 0.239

When l = 1/2, this agrees with the threshold value of dc = 0.2836 for the symmetric two-spike solution240
derived in Eq. (2.35). Moreover, a direct computation yields241

(2.50)
∂dc

∂l
≤ 0 when 0 < l ≤ 1

2
.242

We conclude that the evenly distributed symmetric two-spike solution is the most stable one among all two-243
spike solutions.244

RESULT 2.5. In the limit n ≫ 1, there exists an unstable two-spike asymmetric solution to the system245
(2.4) when the parameter d satisfies246

(2.51) d <
1

2 arccosh (3)
.247

Moreover, all two-spike solutions are unstable when the condition (2.51) holds.248

2.3. Evenly distributed three-spike solutions and their stability. In this section, we will discuss all249
the possible configurations of evenly distributed three-spike solutions. We find that there are three distinct250
configurations for these solutions. Among them, only the configuration where the spikes are of equal height251
is found to be stable in some parameter regimes.252

We assume that three spikes are evenly distributed. From (2.24), we have V1, V2 and V3 satisfy253

(2.52)

aV2
1 + bV2

2 + bV2
3 = V1,

bV2
1 + aV2

2 + bV2
3 = V2,

bV2
1 + bV2

2 + aV2
3 = V3,

254

where255

(2.53) a := Gper(0, 0) =
cosh (1/2d)

2d sinh (1/2d)
, b := Gper(0, 1/3) =

cosh (1/6d)
2d sinh(1/2d)

.256

The second equation minus the third equation of (2.52) yields257

(2.54) (V2 − V3) ((a − b)(V2 + V3)− 1) = 0258

Thus, we have259

(2.55) V2 = V3 or V2 + V3 =
1

a − b
260
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(a) Bifurcation diagram (b) Three-spike solutions.

Fig. 3: (a) (Colored online) The bifurcation diagram illustrates the behavior of evenly spaced three-spike
solutions with a total node count of n = 60. The blue line represents solutions where the three spikes are
of equal height. The red and yellow lines denote alternative solution branches, each featuring two spikes of
identical height. The red diamond marks the touching point between these two branches and signifies the
Hopf bifurcation point (dc ≈ 0.2163) for the symmetric three-spike solution. The green diamond indicates
the fold point (d f ≈ 0.2171), beyond which no three-spike solutions with varying heights are possible. (b)
Three distinct three-spike solutions at d = 0.2 are shown, corresponding to the intersection points where the
dotted line crosses the three solution branches.

• When V2 = V3, the system (2.52) becomes261

(2.56)
aV2

1 + 2bV2
2 = V1

bV2
1 + (a + b)V2

2 = V2
262

Eliminating V2 in the system (2.56), we obtain263

(2.57) aV2
1 + 2b

(
bV2

1 +
1
2b

(a + b)(V1 − aV2
1 )

)2
− V1 = 0.264

The non-zero solutions to Eq.(2.57) are265

(2.58) V1 =
1

a + 2b
, or

1
2

a + 3b ±
√

a2 − 2ab − 7b2

(a + 2b)(a − b)
.266

Then267

(2.59) V2 =
1

a + 2b
, or

1
2

a + b ∓
√

a2 − 2ab − 7b2

(a + 2b)(a − b)
.268
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The first root V1 = 1
a+2b always exists and corresponds to the spikes with equal height. The second269

root pairs require that270

(2.60) a2 − 2ab − 7b2 ≥ 0 ⇒ cosh(1/2d) ≥ (1 + 2
√

2) cosh(1/6d) ⇒ d ≤ 0.2181271

Thus, when the condition (2.60) is satisfied, we can obtain spikes with different heights. See the272
green diamond in the Fig 3a.273

• When V2 + V3 = 1
a−b , direct computations show that we will have either V1 = V2 or V1 = V3.274

Hence, there are only two kinds of solutions to the system (2.52): either we have three spikes with the same275
height, or we have two spikes with equal height. See Fig. 3b for such profiles. The stability of the symmetric276
three-spike solution can be directly obtained from Eq. (2.36), which gives277

(2.61) dc =
1

3 arccosh( 5
2 )

≈ 0.2127.278

Note that when d = dc, we have a = 4b, the third root 1
2

a+3b±
√

a2−2ab−7b2

(a+2b)(a−b) in (2.58) coincides with the first279

root 1
a+2b , then V1 = V2 = V3 = 1

6b . See the red diamond in the Fig. 3a.280
Next, we investigate the stability of the asymmetric pattern. We consider the eigenvalue problem281

(2.62) λϕ = (I − M)ϕ where Mkj = 2VjGkj.282

Observe that there exists an eigenvector ϕ1 = [0, 1,−1]T such that283

(2.63) (I − M)ϕ1 = V2 (a − b)) ϕ1.284

Simple calculations yield V2 (a − b)) > 0, we conclude that the asymmetric, evenly distributed three-spike285
patterns are unstable.286

We note that the condition specified in (2.60) differs from the stability condition outlined in (2.36). This287
discrepancy indicates that asymmetric three-spike solutions can emerge even after the symmetric three-spike288
solutions have lost their stability, see Fig. 3a for the numerical results. This scenario is not observed with289
the two-spike solution.290

We conclude the main result of this subsection as follows:291

RESULT 2.6. In the limit n ≫ 1, there exists an unstable three-spike evenly distributed asymmetric292
solution to the system (2.4) when the parameter d satisfies (2.60).293

3. Symmetric K-spike solutions and their stability without continuum approximation. In the pre-294
vious analysis, key assumptions are Dv = d2n2 ≫ 1 so that the equation v satisfies can be approximated295
by a continuous system. In this section, we remove the assumption that Dv ≫ 1 and study the symmetric296
K-spike solution in the system (1.1) with Du = 0, Dv ∼ O(1) and Du = ε2 ≪ 1, Dv = κDu ≪ 1.297

3.1. The case when Du = 0 and Dv ∼ O(1). In this subsection, we find a symmetric K-spike298
solution to the discrete system (1.1) exactly and study its stability. An interesting profile is when the number299
of spikes K is as large as n

2 so that the profile of the solution is a zigzag pattern, see Fig. 4a.300
We start with the system301

(3.1)
ut = −u + u2/v,

0 = DvL v − v + u2.
302
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Let m = n/K be the number of nodes between two neighbour spikes and uk, vk be the value of u at k-th303
node. We consider a symmetric K-spike solution with304

(3.2) umk = vmk = C0, umk+j = 0, vmk+j = Cj for k = 1, · · · , K, j = 1, · · · , m − 1.305

The equation for C0 is306

(3.3) C2
0 − C0 + Dv(2C1 − 2C0) = 0.307

the equations for Cj are308

Dv(Cj−1 − 2Cj + Cj+1)− Cj = 0, j = 1 · · ·m − 1.(3.4)309

Solving (3.4), we obtain310

(3.5) Cj = C0

(
αm

2 − 1
αm

2 − αm
1

α
j
1 +

1 − αm
1

αm
2 − αm

1
α

j
2

)
,311

where312

(3.6) α1 = 1 +
1

2Dv
−
√

1
Dv

+
1

4D2
v

, α2 = 1 +
1

2Dv
+

√
1

Dv
+

1
4D2

v
.313

Substituting (3.5) into (3.3) yields314

(3.7) C0 = 1 − 2Dv

(
αm

2 − 1
αm

2 − αm
1

α1 +
1 − αm

1
αm

2 − αm
1

α2 − 1
)

.315

The stability of the symmetric K-spike solution is determined by the following eigenvalue problem316

λϕ = −ϕ + 2
u
v

ϕ − u2

v2 ψ,317

0 = DvLψ − ψ + 2uϕ.318

We split the analysis to two cases. For ϕmk and ψmk, we obtain319

λϕmk = ϕmk − ψmk,(3.8)320

0 = Dv(ψmk−1 + ψmk+1 − 2ψmk)− ψmk + 2C0ϕmk.(3.9)321

For ϕmk+j and ψmk+j, we obtain322

λϕmk+j = −ϕmk+j,(3.10)323

0 = Dv(ψmk+j−1 + ψmk+j+1 − 2ψmk+j)− ψmk+j.(3.11)324

Solving the difference equation (3.11) yields325

(3.12) ψmk+j =
αm

2 ψmk − ψm(i+1)

αm
2 − αm

1
α

j
1 +

ψm(i+1) − αm
1 ψmk

αm
2 − αm

1
α

j
2.326
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(a) a zigzag solution ( n
2 -spike). (b) The critical values dcK for different m.

Fig. 4: (a) The zigzag pattern. Parameters are n = 60, m = 2, K = 30, Dv = 1. (b) The critical
values

√
Dvc /m are computed by solving (3.20) numerically. We fix the total number of nodes n to be

60. As m = n/K increases, the critical value
√

Dvc /m approaches the constant, 1/arccosh(3) ≈ 0.5673,
calculated from Eq. (3.26). Note that the critical value is close to the limit value even when m is small.

Plugging (3.12) into (3.9) and using the facts that α1α2 = 1 lead to327

(3.13) 0 = Dv

(
aψm(j−1) + aψm(j+1) + (2b − 2)ψmk

)
− ψmk +

2C0

1 − λ
ψmk,328

where329

(3.14) a =
α2 − α1

αm
2 − αm

1
, b =

αm−1
2 − αm−1

1
αm

2 − αm
1

.330

Let λM be the eigenvalue of the matrix331

(3.15) M = Dv


2b − 2 a 0 · · · a

a 2b − 2 b · · ·
0 a 2b − 2 b · · ·

· · · · · ·
...

. . .
...

a 0 · · · a 2b − 2

 .332

It follows that333

(3.16) λM,j = Dv(2b − 2 + 2a cos (2jπ/K), j = 0, · · · , (K − 1).334

We then compute from (3.13) to obtain335

(3.17) λ = 1 − 2C0

1 − λM,j
.336
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Then the largest eigenvalue is337

(3.18) λmax = 1 − 2C0

1 − λMmin

= 1 − 2C0

2Dv + 1 + 2Dv(a − b)
.338

Let R(λmax) = 0, we obtain339

(3.19) 2C0 = 1 + 2Dv + 2Dv(a − b).340

Thus, the critical Dvc satisfies341

(3.20) 2(1 + 2Dvc − 2Dvc(a + b)) = 1 + 2Dvc + 2Dvc(a − b).342

Thus, we arrive at the following theorem,343

THEOREM 3.1. A symmetric K-spike solution to the system (1.1) is stable when the parameter Dv <344
Dvc , where Dvc satisfies (3.20).345

In general, we must solve (3.20) numerically. Fig. 4b shows the critical
√

Dv/m for different m at a346
fixed n = 60. However, we can still obtain some analytic results when m is increased to be large enough.347
We have the following asymptotic behaviors as m → ∞:348

(3.21) αm
1 ∼ e−

m√
Dv , αm

2 ∼ e
m√
Dv , a ∼ 2

√
Dv(e

m√
Dv − e−

m√
Dv )

, b ∼ 1 − (e
m√
Dv + e−

m√
Dv )

√
Dv(e

m√
Dv − e−

m√
Dv )

,349

350

(3.22) 2Dv + 1 + 2Dv(a − b) ∼ 2
√

Dv
2 + (e

m√
Dv + e−

m√
Dv )

(e
m√
Dv − e−

m√
Dv )

,351

352

(3.23)
C0

2
√

Dv
∼ (e

m√
Dv + e−

m√
Dv )− 2

(e
m√
Dv − e−

m√
Dv )

.353

Then (3.20) becomes354

(3.24) 1 − 2((e
m√
Dvc + e

− m√
Dvc )− 2)

2 + (e
m√
Dvc + e

− m√
Dvc )

∼ 0.355

Solve for Dvc , we obtain356

(3.25)

√
Dvc

m
∼ 1

arccosh(3)
, m → ∞357

Note that if Dv = d2n2, we have358

(3.26) dc ∼
1

Karccosh(3)
, m → ∞,359

which recovers the results in (2.35).360
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Fig. 5: One spike solution and 10-mesa solution to the system (3.27). Parameters are n = 49, ε2 =
0.001, κ = 5. The x-axis is k

n . Both of them are stable.

3.2. The case with small Du and small Dv. We first consider the system361

0 = ε2L u − u + u2/v362

0 = d2L v − v + u2.363

in the limit ε ≪ 1. When d, u, v ∼ O(1), the term ε2Lu is a regular perturbation term to the system364
(3.1). Thus, the existence and stability of a symmetric K-spike solution follow the Theorem 3.1. A more365
interesting case is when d ∼ O(ε). It is well known that a single spike solution in the continuum limit does366
not exist when Du = ε2 and Dv/Du < d f , see [10]. We are interested in whether the same behavior persists367
in the discrete case.368

Let d2 = κε2, we consider the following system in the limit ε ≪ 1369

(3.27)
0 = ε2L u − u + u2/v,

0 = κε2L v − v + u2.
370

Formally, we expand u and v as371

(3.28) u = u0 + ε2u1 + · · · , v = v0 + ε2v1 + · · · , k = 1, · · · , n.372

We are interested in a single spike solution, as shown in the Fig. 5, which in the order O(1) satisfy373

(3.29) u0(1) = v0(1) = 1, u0(k) = v0(k) = 0, 1 < k ≤ n.374

Then, the leading order terms at nodes {k, 1 < k ≤ ⌊(n − 1)/2⌋}, are375

(3.30) u(k) = uk−1(k)ε2(k−1) + · · · , v(k) = vk−1(k)ε2(k−1) + · · · ,376

The values of uk−1(k) and vk−1(k) can be computed using the O(ε2(k−1)) equations of the system (3.27) at377
node k.378
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The O(ε2) terms at node 2 satisfy:379

(3.31)
0 = u0(1)− u1(2) +

u2
1(2)

v1(2)
,

0 = κv0(1)− v1(2).
380

Solving it yields381

(3.32) u1(2) =
κ ±

√
κ2 − 4κ

2
, v1(2) = κ.382

u1(2) does not exist when κ < 4. Thus, we obtain a non-existence condition for the one-spike solution.383
Indeed, such a non-existence condition holds for any solution with u(k) ∼ 1, u(k + 1) ∼ 0 for some k.384

The O(ε2(k−1)) terms at nodes {k, 1 < k ≤ ⌈n/2⌉} satisfy:385

(3.33)
0 = uk−2(k − 1)− uk−1(k) +

u2
k−1(k)

vk−1(k)
,

0 = κvk−2(k − 1)− vk−1(k).
386

We solve Eqs. (3.33) to obtain387

(3.34) uk−1(k) =
vk−1(k)±

√
v2

k−1(k)− 4vk−1(k)uk−2(k − 1)

2
, vk−1(k) = κvk−2(k − 1).388

Denote ηk =
uk−1(k)
vk−1(k)

, then389

(3.35) ηk =
1 ±

√
1 − 4ηk−1/κ

2
, η1 = 1.390

It is easy to check that391

(3.36)
1
κ

ηk−1 < ηk < 1392

Thus, if κ > 4, ηk exist for k = 1, . . . , ⌈n/2⌉. Then the system (3.27) admits a one-spike solution when393
κ > 4, whose leading order approximation is given by394

(3.37) v(k) ∼ (κε2)k−1, u(k) ∼ ηkv(k).395

In the same way, we can construct a m-mesa solution when κ > 4, see Fig.5 , whose leading order396
approximation is given by397

(3.38) v(k) ∼
{

1, k ≤ m
(κε2)k−m, m < k < ⌊(n − m)/2⌋

, u(k) ∼
{

1, k ≤ m
ηk−mv(k), m < k < ⌊(n − m)/2⌋

398

Next, we investigate the eigenvalue problem of the m-mesa state399

(3.39)
λϕ = ε2Lϕ − ϕ + 2

u
v

ϕ − u2

v2 ψ

0 = d2ε2Lψ − ψ + 2uϕ

400
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Fig. 6: (Colored online) The red curve in the main figure (left) illustrates the relationship between the critical
fold point κ f and Du, with the parameter set at n = 120. Accompanying this is a subplot that presents the
bifurcation diagram for the solution at a constant Du. Within this diagram, the green lines denote the solution
characterized by a central dimple, as indicated by the profile labeled 1 in the adjacent figure. Conversely,
the blue lines signify the one-spike solution, corresponding to the profile labeled 4 in the same figure. The
bifurcation diagram uses solid lines to represent stable solutions and dashed lines to depict unstable ones.

In the leading order, we have401

(3.40)
λ0ϕ0 = −ϕ0 + 2

u
v

ϕ − 2
u2

v2 ψ0

0 = −ψ0 + 2uϕ0

402

Simplifying it yields403

(3.41) λ0ϕ0 = −ϕ0 + 2
u
v

ϕ − 4
u3

v2 ϕ0.404

Thus405

(3.42) λ0 =
2u
v

− 1 − 4
u3

v2 .406

the eigenvalues in the leading order satisfy407

(3.43) λ0,k = λ0 =
2u(k)
v(k)

− 1 − 4
u3(k)
v2(k)

.408

It follows409

(3.44)
λ0,k = −3, k < m + 1;

λ0,k =
2u1,k

v1,k
− 1 = 2ηk−m − 1 k ≥ m + 1.

410

Note that ηk < 1
2 if ηk =

1−
√

1−4ηk−1/κ

2 , so only the m-mesa solutions corresponding to the recursion411

ηk =
1−
√

1−4ηk−1/κ

2 are stable. All other m-mesa solutions are unstable. Thus, we arrive at the following412
conclusion.413
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RESULT 3.2. There exists a stable m-mesa solution to the system (3.27) when κ > 4, whose leading414
order approximation is given by415

(3.45) v(k) ∼
{

1, k ≤ m
(κε2)k−m, m < k < ⌈(n − m)/2⌉

, u(k) ∼
{

1, k ≤ m
ηk−mv(k), m < k < ⌈(n − m)/2⌉

416

with417

(3.46) ηk =
1 −

√
1 − 4ηk−1/κ

2
, η1 = 1.418

When κ < 4, no solution with u(k) ∼ 1 and u(k + 1) ∼ 0 exist.419

It is worth noting that by employing analogous reasoning, we can discern the existence of additional420
solutions to (3.27) that are composed of a blend of the aforementioned “m-mesa” solutions. Consequently,421
these solutions can be regarded as fundamental components or building blocks that constitute the overall422
patterns.423

4. Conclusion and Discussion. In this paper, we shift our focus from the well-studied localized pat-424
terns in continuous systems to their less-explored discrete counterparts. We have conducted an in-depth425
investigation of various spike solutions within the Gierer-Meinhardt (GM) system on a cycle graph. Our426
findings show that the localized patterns present in the continuous model are also maintained when the sys-427
tem operates on a network. The analysis further uncovers that the patterns in discrete models exhibit greater428
diversity and enhanced stability in their dynamics.429

While our current model is based on the simplest form of a network, it would be intriguing to expand430
this analysis to more intricate network structures. For instance, how would spike solutions behave on a431
network with Bethe tree configurations? What would constitute the most stable configuration in such a432
setting? Would spikes tend to cluster at the network’s center or prefer the leaf? These are the questions that433
an extension of our analysis to more complex networks might address.434

An open question is how the bifurcation diagram is connected as Du decreases. We use the numeric435
continuation package “coco” [2] to track the change of the bifurcation diagram that connects the spike profile436
and the dimple profile. See Fig.6. Such kind of bifurcation diagram also appears in the continuous system.437
When Du is small, the spike branch and the dimple branch are no longer connected but are two separate438
branches. This can be seen from the limiting case we have studied. The precise manner in which this439
transition occurs is still an open issue for investigation.440

One characteristic feature of the dynamics of the spike in the continuous GM system is the slow motion441
of the spike. In our analysis, setting Du = 0 freezes the position of the spikes. Conversely, increasing442
Du to a sufficiently high value allows us to observe the spikes moving slowly. It is likely that there is a443
critical threshold for Du beyond which the moving spikes encounter a situation where they become “trapped444
between lattice points.” Similar behaviors have been studied in discrete Nagumo equations [3]. The question445
arises: how does this critical value vary in GM system?446

The behavior of the spike solution below the fold point varies significantly with different values of Du,447
as illustrated in Fig 7. When the value of Du is significant, we notice that spikes below the fold point448
split, mirroring the behavior seen in the continuous model. As Du decreases, the pattern below the fold449
point becomes increasingly uniform. However, when Du is reduced to a small value and Dv is positioned450
below the fold threshold, we observe the emergence of a traveling wave from a one-spike initial state. This451
phenomenon closely resembles the traveling wave dynamics found in the Fisher-KPP equation [14]. The452
challenge that remains is to determine if we can precisely measure the velocity of this traveling wave.453
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Fig. 7: (Colored online) Dynamics of one-spike slightly below the fold point for different values of Du.
Note that the fold point is illustrated in the Fig. 6. The final patterns become more homogenous as Du is
decreased. When Du approaches zero, a traveling wave dynamics is observed.

The Gierer-Meinhardt (GM) model is not the only classical system that exhibits intriguing character-454
istics such as spike formation; it shares these traits with several other well-known models, including the455
Gray-Scott model and the Schnakenberg model. Exploring the behavior of spikes on the graph could yield456
fascinating insights. Analyzing their dynamics, stability, and the conditions under which spikes emerge457
could provide a broader understanding of pattern formation across different mathematical frameworks. This458
kind of comparative study could also shed light on the universal mechanisms that govern these biological459
and chemical phenomena, potentially revealing new strategies for controlling and predicting their behavior460
in various contexts.461
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Appendix A. Stability of K-spike solution closed to the symmetric configuration. In this appendix,467
we demonstrate that the instability of a symmetric K-spike solution implies the instability of any equilibrium468
profile where the positions of the spikes deviate even slightly from their symmetrically arranged positions.469
This highlights the sensitivity of stability to the precise alignment of spikes in the system.470

Suppose that the k-th spike is located at xk = (k − 1)/K for k = 1, · · · , K and each spike has the same471
height to the leading order. We let the k-th spike slightly deviate from xk, namely, xk + σsk with σ ≪ 1.472
Then, we can expand473

(A.1) Vk ∼ V0 + σV1k + σ2V2k + · · · , for k = 1 · · ·K.474

Since475

(A.2) Gper(x, y) = Gper(|x − y|, 0),476
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We will use the notation477

(A.3) Gper(z) := Gper(z, 0).478

Note that479

(A.4)
Gper(xk + σsk, xj + σsj) = Gper(|xk − xj + σ(sk − sj)|)

= Gper(|xk − xj|) + σsign(xk − xj)G
per
x (|xk − xj|)(sk − sj) +

1
2

σ2Gper
xx (|xk − xj|)(sk − sj)

2 +O(σ3)
480

Substituting Eq. (A.1) into Eq. (2.15) and solving the equations in each order of σ, we obtain:481

V0 =
1

∑K
j=1 Gper(|xj|)

,(A.5)482

V1k =
K

∑
j=1

2V0V1jGper(|xk − xj|) + V2
0 ∑

j ̸=k
(sk − sj)sign(xk − xj)G

per
x (|xk − xj|),(A.6)483

V2k =
K

∑
j=1

(
V2

1jG
per(|xk − xj|) + 2V0V2jGper(|xk − xj|)

)
484

+
V2

0
2

K

∑
j ̸=k

(
(sk − sj)

2Gper
xx (|xk − xj|)

)
.(A.7)485

Before we proceed, we first mention several identities we will use frequently in the later computation. Define486
the matrix G and Q with elements487

(A.8) Gkj := Gper(|xk − xj|), Qkj :=

{
0, k = j
sign(xk − xj)G

per
x (|xk − xj|) k ̸= j.

488

Since Gper(xk) = Gper(xK+1−k) and Gper
x (xk) = −Gper

x (xK+1−k), it is easy to check that G and Q are489
circulant matrices. Let490

(A.9) zm := e2πmi/K,491

then492

(A.10) ξm := [1, zm, z2
m, · · · , zK−1

m ]T , m = 0, . . . , K − 1.493

are eigenvectors of G and Q so that494

(A.11) Gξm = µmξm, Qξm = νmξm.495

where µm, νm are corresponding eigenvalues. Note that G is a symmetric matrix and G is an anti-symmetric496
matrix, then µm is real and νm is either 0 or pure imaginary. Then, we have the following identities:497

(A.12)
K

∑
j=1

Gkjz
j−1
m = µmzk

m, µm = µK−m;498
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499

(A.13) ∑
j ̸=k

Qkjz
j−1
m = νmzk−1

m , ∑
k ̸=j

Qkjzk−1
m = −νmzj−1

m , νm = −νK−m.500

Multiplying (A.6) by zk−1
m and taking the summation over k, we obtain501

(A.14)
K

∑
k=1

V1kzk−1
m − 2V0

K

∑
j=1

V1j

(
K

∑
k=1

Gkjzk−1
m

)
− V2

0

K

∑
k=1

∑
j ̸=k

(sk − sj)Qkjzk−1
m = 0.502

Substituting (A.12) and (A.13) into (A.14), we obtain503

(A.15) (1 − 2V0µm)
K

∑
k=1

V1kzk−1
m = V2

0 νm

K

∑
j=1

sjz
j−1
m .504

Simplifying it gives505

(A.16)
K

∑
k=1

V1kzk−1
m =

V2
0 νm ∑K

k=1 skzk−1
m

(1 − 2V0µm)
.506

Note that ν0 = 0 so that we have507

(A.17)
K

∑
k=1

V1k = 0.508

The eigenvalue problem we need to solve is the following perturbation problem:509

(A.18) λϕ = (I − M)ϕ510

where M is a matrix with elements511

(A.19)
Mkj = 2V0Gk,j + σ

(
2V1jGkj + 2V0(sk − sj)Qkj

)
+ 2σ2

(
V2jGkj + V1j(sk − sj)Qkj +

1
2

V0(sk − sj)
2Gper

xx (|xk − xj|)
)

.
512

Expanding (A.18) in an order of σ, to the leading order, we obtain513

(A.20) λ0ϕ0 = (I − 2V0G)ϕ0.514

The corresponding eigenvalues and eigenvectors are515

(A.21) ϕ0,m = ξm, λ0,m = 1 − 2V0µm, m = 0, · · · , K − 1.516

In the order of ε, we have517

(A.22) (λ1,m + M1)ϕ0,m = (I − 2V0G − λ0,m)ϕ1.518

Imposing solvability conditions yields519

(A.23) λ1,m = −
ϕ̄T

0,m M1ϕ0,m

ϕ̄T
0,mϕ0,m

.520
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Using Eq. (A.12) and Eq. (A.13), we compute521

(A.24)

λ1,m = −2
K

∑
k=1

(
K

∑
j=1

V1jGkjz
j−1
m

)
z−(k−1)

m − V0

K

∑
k=1

(
K

∑
j ̸=k

(sk − sj)Qkjz
j−1
m

)
z−(k−1)

m

= −2
K

∑
j=1

(
V1j

K

∑
k=1

Gkjz
−(k−1)
m

)
zj−1

m − V0

(
K

∑
k=1

sk

(
K

∑
j ̸=k

Qkjz
j−1
m

)
z−(k−1)

m

−
K

∑
j=1

sj

(
K

∑
k ̸=j

Qkjz
−(k−1)
m

)
zj−1

m

)

= −2
K

∑
j=1

(
V1jµmz−(j−1)

m

)
zj−1

m − V0

(
K

∑
k=1

skνm −
K

∑
j=1

sjνm

)

= −2µm

K

∑
j=1

V1j

= 0

522

Hence we can solve for ϕ1,m523

(A.25) ϕ1,m = (I − 2V0G − λ0,m)
−1M1ϕ0,m524

In the order of ε2, we have525

(A.26) λ2,mϕ0,m + M1ϕ1,m + M2ϕ0,m = (I − 2V0G − λ0,m)ϕ.526

Imposing solvability condition yieds527

(A.27) λ2,m = −
ϕ̄T

0,m
(
2M1(I − 2V0G − λ0,m I)−1M1 + M2

)
ϕ0,m

ϕ̄T
0,mϕ0,m

.528

Suppose that λ0,m attains its maximum at m = mc. We consider the critical case where λ0,mc = 0 and show529
that λ2,mc > 0. It suffices to show530

(A.28) ϕ̄T
0,mc

(
2M1(I − 2V0G)−1M1 + M2

)
ϕ0,mc < 0.531

We first evaluate 2ϕ̄T
0,mc

M1(I − 2V0G)−1M1ϕ0,mc . Note that532

(A.29) (I − 2V0G)−1 = ΦΛΦ̄T .533

Then534

(A.30) ϕ̄T
0,mc

(
2M1(I − 2V0G)−1M1

)
ϕ0,mc = 2(ϕ̄T

0,mc
M1Φ)Λ(Φ̄T M1ϕ0,mc).535
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A direct computation yields536

(A.31)

ϕ̄T
0,mc

M1ϕ0,l =
K

∑
j=1

V1j

(
K

∑
k=1

Gkjz
−(k−1)
mc

)
zj−1

l + 2V0

K

∑
k=1

z−(k−1)
mc

K

∑
j ̸=k

(sk − sj)Qkjz
(j−1)
l

= µmc

K

∑
j=1

V1jz
j−1
l z−(j−1)

mc + 2V0

(
K

∑
k=1

νlskz−(k−1)
mc zk−1

l −
K

∑
j=1

νmcsjz
−(j−1)
mc zj−1

l

)

= µmc

K

∑
j=1

V1jz
j−1
l−mc

+ 2V0(νl − νmc)
K

∑
j=1

sjz
j−1
l−mc

,

537

and538

(A.32)

ϕ̄T
0,l M1ϕ0,mc =

K

∑
j=1

V1j

(
K

∑
k=1

Gkjzk−1
mc

)
z−(j−1)

l + 2V0

K

∑
k=1

z(k−1)
mc

K

∑
j ̸=k

(sk − sj)Qkjz
−(j−1)
l

= µmc

K

∑
j=1

V1jz
j−l
mc z−(j−1)

l + 2V0

(
K

∑
j=1

νmcsjz
j−1
mc z−(j−1)

l −
K

∑
k=1

νlskzk−1
mc z−(k−1)

l

)

= µmc

K

∑
j=1

V1jz
j−l
mc−l + 2V0(νmc − νl)

K

∑
j=1

sjz
j−1
mc−l .

.539

Thus, ϕ̄T
0,mc

M1Φ and Φ̄T M1ϕ0,mc are complex conjugate. Then, we have540

(A.33) (ϕ̄T
0,mc

M1Φ)Λ(Φ̄T M1ϕ0,mc) ≤ 0.541

Next, we evaluate ϕ̄T
0,mc

M2ϕ0,mc :542

ϕ̄T
0,mc

M2ϕ0,mc = 2
K

∑
k=1

(
K

∑
j=1

V2jGkjz
j−1
m

)
z−(k−1)

m + 2
K

∑
k=1

K

∑
j ̸=k

V1j(sk − sj)Qkjz
j−k
mc

+ V0

K

∑
k=1

z−(k−1)
mc ∑

j ̸=k
(sk − sj)

2Gper
xx (|xk − xj|)z

(j−1)
mc

= 2λ0,mc

K

∑
j=1

V2j + 2
K

∑
j=1

V1j

K

∑
k ̸=j

(sk − sj)Qkjz
j−k
mc

+ V0

K

∑
k=1

K

∑
j ̸=k

(sk − sj)
2Gper

xx (|xk − xj|)z
(j−k)
mc

= 2
K

∑
j=1

V1j

K

∑
k ̸=j

(sk − sj)Qkjz
j−k
mc + V0

K

∑
k=1

K

∑
j ̸=k

(sk − sj)
2Gper

xx (|xk − xj|)z
(j−k)
mc .

(A.34)543

Let W1j = V1jz
−(j−1)
mc . Since (I − 2V0G) is circulant and has no positive eigenvalue, using (A.6) we544

compute545

(A.35)
K

∑
j=1

V1jz
j−1
mc

K

∑
k ̸=j

(sk − sj)Qkjz
−(k−1)
mc =

1
V2

0
W̄1

T
(I − 2V0G)W1 ≤ 0,546

This manuscript is for review purposes only.



LOCALIZED PATTERNS IN THE GIERER MEINHARDT MODEL ON A CYCLE GRAPH 25

Note that Gper
xx (|xk − xj|) = 1

d2 Gper(|xk − xj|) ≥ 0 for k ̸= j. We Define the matrix H with547

(A.36) Hkj =

{
0, k = j.

Gkjz
−(k−j)
mc , k ̸= j.

548

Then H is a circulant matrix whose minimal eigenvalue is µmc − Gper(0).549
Since λmc = 1 − 2V0µmc , we compute550

(A.37) µmc =
1

2V0c

=
1
2

K

∑
j=1

Gper(xk, xj) =
1

4dc

sinh( 1
Kdc

)

cosh( 1
Kdc

)− 1
=

√
2

4
Karcosh(3),551

552

(A.38) Gper(0) =
1

2dc
coth

1
2dc

=
1
2

Karcosh(3) coth
(

1
2

Karcosh(3)
)

.553

Then µmc − Gper(0) < 0. It follows that554

(A.39)
K

∑
k=1

z−(k−1)
mc

K

∑
j ̸=k

2sksjG
per
xx (|xk − xj|)z

(j−1)
mc =

2
d2

c
sTHs ≥ 2

d2
c
(µmc − Gper(0))

K

∑
k=1

s2
k .555

Note that556

(A.40)
K

∑
k=1

z−(k−1)
mc

K

∑
j ̸=k

s2
kGper

xx (|xk − xj|)z
(j−1)
mc =

1
d2

c
(µmc − Gper(0))

K

∑
k=1

s2
k ,557

558

(A.41)
K

∑
k=1

z−(k−1)
mc

K

∑
j ̸=k

s2
j Gper

xx (|xk − xj|)z
(j−1)
mc =

1
d2

c
(µmc − Gper(0))

K

∑
j=1

s2
j .559

Combining Eqs (A.35),(A.39),(A.40) and (A.41), we obtain560

(A.42) ϕ̄T
0,mc

M2ϕ0,mc < 0.561

Thus562

(A.43) λ2,m > 0.563

We conclude that the symmetric K-spike solution is locally the most stable.564

RESULT A.1. In the limit n ≫ 1, if a symmetric K-spike solution to the system (2.4) is unstable, any565
equilibrium profile with spikes’ locations slightly deviating from the symmetric positions is also unstable.566
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