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Abstract

We consider a simple phytoplankton model introduced by Shigesada and

Okubo which incorporates the sinking and self-shading effect of the phytoplank-

ton. The amount of light the phytoplankton receives is assumed to be controlled

by the density of the phytoplankton population above the given depth. We show

the existence of non-homogeneous solutions for any water depth and study their

profiles and stability. Depending on the buoyancy of the phytoplankton and wa-

ter depth, the plankton can concentrate either near the surface, at the bottom of

the water column, or both. As the buoyancy passes a certain critical threshold,

a sudden change in the phytoplankton profile occurs. We quantify this transi-

tion using asymptotic techniques. In all cases we show that the profile is locally

stable. This generalizes the results of Shigesada and Okubo where infinite depth

was considered.

1 Introduction

Since the classical work of Riley [10], many mathematical models of phytoplankton

have been proposed, see for example [11, 9, 7, 3, 5, 6, 4, 1]. These papers study the for-

mation of phytoplankton blooms from the mathematical, experimental and numerical

viewpoints. One of the simplest mathematical models was introduced in [11]. It takes

into account light absorption by the phytoplankton. Any other nutrient and species

interactions are modeled via a source term. The authors also introduced a simplifying

assumption that the light absorption by water is negligible compared to the absorption
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by the phytoplankton itself (the so-called self-shading case). They then showed the

existence of phytoplankton blooms for water columns of infinite depth, under some

additional assumptions on the buoyancy of the phytoplankton.

In this paper we analyse the self-shading model [11] for the case of finite water

depth using a combination of rigorous and asymptotic techniques. We show that even

a simple model can lead to complicated phytoplankton distributions. Before stating our

results, let us review the model introduced in [11]; see also [3] for detailed derivation.

Consider a single phytoplankton species and let p(x, t) denote its population density

at depth x and time t. The species is subject to diffusion, sinking and its production

rate depends on light intensity. This is modeled as

∂p

∂t
= D

∂2p

∂x2
− v

∂p

∂x
+ g(I)p

where D is the diffusivity of the plankton and v is its sinking velocity. The function

g(I(x, t)) is the specific growth rate of phytoplankton as a function of light intensity

I(x, t). A standard model that incorporates saturation is

g(I) =
aI

1 + bI
− kd (1)

where a and b are two positive constants and the constant kd denote the death rate.

An alternative model derived from more physical considerations (see [12, 8]) is given

by

g(I) = b
1 − e−cI

c
− kd. (2)

Light intensity I is decreasing with depth x due to light absorption via plankton and

water. This is modeled by
dI

dx
= −kpp − kwI

so that

I = I0e
−kwxe−kp

R x

0
p(s,t)ds

where I0 is the light intensity at the surface. The water is assumed to have the depth

L. We will use a normalization D = 1 and obtain the following model,







































∂p

∂t
=

∂2p

∂x2
− v

∂p

∂x
+ g(I)p, x ∈ (0, L)

∂p

∂x
− vp = 0, at x = 0 and x = L,

I = I0e
−kwxe−kp

R x

0
p(s,t)ds.

(3)
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The boundary conditions reflect the fact that the plankton cannot cross the air-water

or the water ground interfaces.

In general, (3) is an integral-differential equation. However if the plankton is as-

sumed to be sufficiently transparent (i.e. kp = 0), then equation (3) will reduce to a

completely linear model which was studied in [4] and [3] among others. In [4], Fennel

found that a species occurs in highest abundance in the vertical location where its

species-specific growth and loss rates are balanced, while in [3] the authors used Bessel

functions to study the distribution of the plankton and their results show that the con-

dition for phytoplankton bloom can be captured by a critical depth, a compensation

depth, and zero, one or two critical values of the vertical turbulent diffusion coefficient.

Another simplification used in [11] is to assume that most of the light is absorbed

by the plankton itself (i.e. kw = 0). This is the so-called self-shading model and is the

regime that we will study in this paper. We now summarize our results.

In §2 we rigorously study the steady state of the self-shading model for finite water

depth L. We show that there exists a unique non-constant steady state for any L. This

generalizes results of [11], where it was assumed that L = ∞. In addition we study the

local stability of the non-constant solution, and show that it is indeed stable. In §3
we study the change in the solution profile as the sinking velocity v is increased. The

plankton concentrates at the bottom of the water column for large enough v and near

the surface if v is small. Indeed there is a critical value vc near which the transition

occurs. We use asymptotic techniques to describe this narrow transition regime.

In §4 we perform an asymptotic analysis of the Webb-Newton-Starr nonlinearity (2)

in the limit where I0c � 1. In such a regime, the population profile can be estimated

explicitly by solving a piecewise linear ODE. Depending on the water depth, we found

regimes for which plankton density has two peaks, one at or near the surface, and

another peak near the bottom of the water column. Such solution occurs for finite

L only, and is stable both in time and in parameter space. Some open problems are

discussed in §5.

2 Existence, uniqueness and stability of the steady

state

2.1 Existence and Uniqueness

Before deriving the results, we review the non-local transformation introduced in [11]

to simplify the model in the self-shading case kw = 0. After scaling, set kp = 1 and let

Q(x, t) =

∫ x

0

p(s, t)ds.
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and define

f(Q) =

∫ Q

0

g(I0e
−s)ds. (4)

We then obtain a new equation for Q,
{

Qt = Q′′ − vQ′ + f(Q),

Q|x=0 = 0, Q(L) = Q∞ where f(Q∞) = 0.
(5)

In order to obtain nontrivial steady states, we shall need a further assumption that the

phytoplankton has a positive growth rate at the surface; that is,

g(I0) > 0. (6)

or equivalently, f ′(0) > 0. Since g(Ie−s) tends to −kd as s → ∞ and since g(Ie−s) is

monotone in s, we see that in this case, f(Q) has precisely two positive roots at Q = 0

and Q = Q∞, with f(Q) positive for Q ∈ (0, Q∞) and with f(Q) negative otherwise.

In this section we study the existence and uniqueness of the nonhomogeneous steady

state of (5) and its stability. The steady state satisfies
{

0 = Q′′ − vQ′ + f(Q),

Q(0) = 0, Q(L) = Q∞
(7)

Generally speaking, the plankton will sink to the bottom of water column if its

buoyancy v is sufficiently large; it will then survive there if the reproduction rate at the

bottom is greater than the death rate. On the other extreme, for very light plankton

or for some species that have gas vesicles [3], v may be close to zero. In this case the

steady state reduces to
{

0 = Q′′ + f(Q),

Q(0) = 0, Q(L) = Q∞.
(8)

and an explicit solution in terms of quadrature is available. In particular for the case

of deep water column (L = ∞), the plankton density at the surface is given by

p(0) = Q′(0) ∼

√

2

∫ Q∞

0

f(s)ds (9)

and p(x) decays exponentially to 0 as x → ∞.

Here we are primarily concerned with the intermediate regime, whereby v is strictly

positive but not too large. In this case, subsurface concentrations may occur. This

coincides with the fact that maxima of phytoplankton biomass often occurs in clear

water, not necessarily on the surface, in oceans and in lakes(for example, see [10], [2]).

In [11], the authors have proved the existence of a non-homogeneous steady state in the

case of infinite depth (L = ∞) under an additional restriction on v. In this section we

extend these results for the case of the finite depth. We also prove that this equilibrium

is locally stable. Our existence result is the following.
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Theorem 2.1. Suppose that f ′(0) > 0, f ′(Q∞) < 0. Then the solution to (7) exists

for any v ≥ 0, 0 < L < ∞, and is unique. If L = ∞, then the solution to (7) exists

provided that v < vc where

vc = 2
√

f ′ (0). (10)

When L = ∞, the existence of the steady state was shown in [11] using phase plane

analysis. In this case, the solution to (7) lies on a heteroclinic orbit that connects the

unstable equilibrium at Q = 0 to the saddle point at Q = Q∞. Here, we extend the

results in [11] for the case when L is finite. As in [11], the existence follows from phase

plane analysis. The main difficulty here is to prove the uniqueness of solution, which

requires a certain monotonicity property (Lemma 2.1 below).

We begin by reviewing the phase plane of the corresponding autonomous system,
{

Q̇ = p,

ṗ = vp − f(Q)
(11)

The steady state Q = 0, p = 0 has the eigenvalues

λ =
v ±

√

v2 − 4f ′ (0)

2
.

Since f ′(0) > 0, this is an unstable equilibrium which is a spiral (i.e. complex con-

jugate eigenvalues) when 0 < v < vc = 2
√

f ′ (0). On the other hand when v > vc,

the eigenvalues are purely real. The other equilibrium is Q = Q∞, p = 0 and has

eigenvalues

λ =
v ±

√

v2 − 4f ′ (Q∞)

2
.

Since f ′(Q∞) < 0, this is a saddle point. Now from the sketch of the phase plane (see

Figure 1), there is a heteroclinic connection between the unstable manifold of Q = 0

and the stable manifold of Q = Q∞ when v > 0. If 0 < v < vc, the origin is a spiral so

that the heteroclinic orbit crosses the positive p-axis as shown at some point p = pc,

as shown on Figure 1(a). This orbit is precisely the solution to (7) in the case L = ∞.

To prove the existence and uniqueness of solution for finite L, we consider the

corresponding initial value problem
{

0 = Q′′ − vQ′ + f(Q),

Q(0) = 0, Q′(0) = µ.
(12)

We show the following key monotonicity result.

Lemma 2.1. (a) Given 0 < µ1 < µ2, let Qµ1
and Qµ2

be two positive solutions of (12).

Then Qµ1
(x) < Qµ2

(x) for all x > 0.

(b) Let pc = Q′(0) where Q is the solution to (7) corresponding to L = ∞. If µ > pc

then Qµ(x) is an increasing function for all x.
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Figure 1: Phase plots of system (11) with f(Q) = Q−Q2 =⇒ vc = 2. (a) v = 0.2 < vc.

The thick curve corresponds to the solution of (7) that corresponds to L = ∞. It lies

on a heteroclinic orbit connecting Q = 1 to Q = 0. (b) v = 2.2 > vc. The thick curve

corresponds to a heteroclinic orbit.

Proof. (a) Since f ′ is bounded on [0, Q∞], we may choose a constant k > maxQ∈[0,Q∞] |f ′(Q)|.
Next define

f0(Q) = f(Q) + kQ.

From the choice of k, it is clear that f0(Q) is increasing on [0, Q∞] and f0(Q) ≥ 0 on

[0, Q]. Next rewrite the first equation of (7) as

Q′′ − vQ′ − kQ = −f0(Q).

Using the initial conditions in (12) we can construct an equivalent integral equation

for Q :

Qµ(x) = µ

(

eλ1x − eλ2x

λ1 − λ2

)

+
1

(λ1 − λ2)

∫ x

0

(

eλ1(x−s) − eλ2(x−s)
)

f0(Q)ds, (13)

λ1 =
v +

√
v2 + 4k

2
, λ2 =

v −
√

v2 + 4k

2
.

Since Q′
µ(0) = µ, there exists a small neighborhood near x = 0 such that Qµ1

(x) >

Qµ2
(x) in that neighborhood. Now suppose that Qµ2

(x) ≤ Qµ1
(x) for some x > 0.

Then there exists x0 so that Qµ2
(x) > Qµ1

(x) if x ∈ [0, x0) but Qµ1
(x0) = Qµ2

(x0).
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But then we have

Qµ2
(x0) − Qµ1

(x0) = (µ2 − µ1)

(

eλ1x0 − eλ2x0

λ1 − λ2

)

(14)

+
1

(λ1 − λ2)

∫ x0

0

(

eλ1(x0−s) − eλ2(x0−s)
)

[f0(Qa2
(s)) − f0(Qa1

(s))] ds.

Now the first term on the right hand side is strictly positive since µ2 > µ1 and λ1 > λ2.

On the other hand, f0(Qµ2
(s))−f0(Qµ1

(s)) > 0 for all s ∈ [0, x0] since Qµ2
(s) > Qµ1

(s)

and since f0 is increasing. Therefore the integral term is also positive and so the right

hand side is strictly positive. On the other hand, the left hand side is zero by since we

assumed Qµ1
(x0) = Qµ2

(x0). We obtain a contradiction. This completes the proof of

(a).

The statement (b) follows easily from the analysis of the phase plot of (11) – see

Figure 1. We omit the details. �

Proof of Theorem 2.1: Define a function L = L(µ) to be such that Qµ(L) = Q∞.

where Qµ is the solution to (12). Due to continuous dependence of (12) on µ, it is clear

that L(µ) is a continuous function of µ. Moreover, L → ∞ as µ → pc. On the other

hand, for large µ, the solution to (12) is estimated asymptotically by a system

0 ∼ Q′′ − vQ′, Q(0) = 0, Q′(0) = µ � 1

whose solution is given by

Qµ(x) ∼ µ

v

(

1 − e−vx
)

, µ � 1.

From this we obtain

Q∞ ∼ µ

v

(

1 − e−vL
)

, µ � 1.

so that

L ∼ Q∞

µ
, µ � v.

Therefore, L(µ) is a continuous function with L(µ) → ∞ as µ → p+
c and L(µ) → 0

as µ → ∞. This shows that the solution to (7) exists for any L > 0. Finally, Lemma

2.1 shows that L is a strictly decreasing function of µ. This shows the uniqueness of

solution to (7). �

2.2 Stability

Next we show that the steady state constructed in Theorem 2.1 is indeed stable. To

do so, we linearize around the steady state,

Q(x, t) = Q(x) + φ(x)eλt
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where Q(x) is the equilibrium steady as constructed in Theorem 2.1 and φ � 1 is a

small perturbation. Substituting into (5) and keeping the leading order terms we then

obtain the following eigenvalue problem,

λφ = φxx − vφ′ + f ′(Q)φ, φ(0) = φ(L) = 0. (15)

The main result of this section is the following.

Theorem 2.2. All eigenvalues of (15) are real and negative and thus the positive steady

state Q is stable.

We remark that Shigesada and Okubo [11] used a Lyapunov functional approach to

prove global stability of the steady state in the case infinite L. Their approach relies

on uniqueness of the steady state. For the case of finite L the uniqueness is shown in

Theorem 2.1; indeed the rest of the proof of global stability can be carried through.

Here, we use a simpler approach to show only local stability, which also works for more

general systems where uniqueness may not be guaranteed.

Proof of Theorem 2.2. We first rewrite (15) to make the problem self adjoint.

Define

Lφ ≡
(

e−vxφ′)′ + e−vxf ′(x)φ

so that (15) becomes

λe−vxφ = Lφ (16)

The proof now consists of two steps.

Step 1: all real eigenvalues are negative. Note that Q′ satisfies LQ′ = 0. Multiplying

both sides of (16) by Q′ and integrating the right hand side by parts twice from 0 to

x0 we therefore obtain

λ

∫ x0

0

φQ′e−vxdx =
[

e−vxφ′Q′ −
(

e−vxQ′)′ φ
]x=x0

x=0
. (17)

Now let x0 be the leftmost nonzero root of φ. Then (17) becomes

λ

∫ x0

0

φQ′e−vxdx =
[

e−vxφ′Q′]x=x0

x=0
.

Since λ is assumed to be real, we may take φ > 0 on the interval (0, x0) with φ(0) =

φ(x0) = 0 (by replacing φ by −φ if necessary). Then φ′(0) ≥ 0 and φ′(x0) ≤ 0. In

fact, using the strong maximum principle, one has a stronger condition φ′(0) > 0 and

φ′(x0) < 0, since otherwise φ ≡ 0 on the whole interval [0, L]. Finally, Q′ > 0 by

Theorem 2.1. It immediately follows that λ < 0 provided that λ is real.
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Step 2: all eigenvalues are real : Multiply (16) by φ̄ and integrate both sides on

[0, L]. We then obtain

λ

∫ L

0

|φ|2 e−vxdx =

∫ L

0

φLφdx =

∫ L

0

φLφdx =

∫ L

0

φLφdx

It follows that λ
∫ L

0
|φ|2 e−vxdx = λ̄

∫ L

0
|φ|2 e−vxdx so that λ is purely real. �

3 Population profiles near the critical buoyancy

When plotting the phase plane for the steady state profile as was done in Theorem 2.1,

it is clear that there are two distinguished cases depending on whether v > vc or v < vc

where vc = 2
√

f ′(0) is the critical sinking velocity at which the zero steady state has a

double eigenvalue. When the water depth L is sufficiently large, the population profile

concentrates near the surface for small v. However for v > vc, the heteroclinic orbit

shown in Figure 1(b) never intersects the positive p axis; as a result, all orbits close

to the heteroclinic orbit spend a long time near the equilibrium Q = Q∞. This implies

that the plankton populations concentrate at the bottom of the water column when

v > vc. Therefore there is a transition that occurs as v crosses vc. An example of this

phenomenon is shown on Figure 2(a). In this section we quantify this transition, in the

case where the water depth is sufficiently large. Our main result is the following.

Proposition 3.1. Suppose that

v =
√

f ′ (0)
(

2 − α2
)

, α � 1. (18)

Consider the steady state profile of Theorem 2.1 and suppose that

L � O

(

1

α

)

.

Then the plankton population p (x) has an interior maximum that is located asymptot-

ically at

x0 ∼
π

√

f ′ (0)

1

α
. (19)

Proof. As before, we consider the steady state equations (5). Now let us rescale

x = x0 + ly

Q(x) = u(y)
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Figure 2: Subsurface plankton populations for model (3) with nonlinearity (1). The

parameters are a = 2, b = 1, kd = 1, I0 = 2, L = 100. (a) Profiles of plankton densities

p with v given by (18) and with α = 0.15, 0.2, 0.3, 0.5,
√

2 (from right to left). The

corresponding asymptotic location x0 of the maximum given by (19) is shown by a

vertical line. A good agreement is observed. (b) The plot of f(Q), where f is given by

(4) and (2). The critical buoyancy (10) is vc = 1.1547.

where x0 is the location of the inflection point of Q, corresponding to the maximum of

p and where l will be chosen later. We obtain

0 = uyy − vluy + l2f (u)

We now choose l2 = 1
f ′(0)

and obtain

{

0 = uyy − v0uy + h (u)

u (−L1) = 0, u (L2) = Q∞, u′′ (0) = 0

where

L1, L2 � 1; h′ (0) = 1

and

v0 = −vl, h(u) = f (u) l2, l = 1/
√

f ′ (0)

L1 =
x0

l
, L2 =

L − x0

l
.

We first analyze the stability of the steady state u = 0. Substituting u = 0 + eλyc,

c � 1 we obtain the characteristic equation λ2 − v0λ + 1 = 0. It is clear then that

v0 = 2 is the threshold value so that u = 0 is an unstable spiral for v0 < 2 whereas

u = 0 is unstable without spirals when v0 > 2 and has a double eigenvalue if v0 = 2.

As we will show, the submerged plankton occurs when v0 is near 2. Therefore we write

v0 ≡ 2 − α2, 0 < α � 1

10



so that λ ∼ 1 − α2/2 ± iα. It follows that

u ∼ c exp
((

1 − α2/2
)

y
)

sin (α (y + L1)) , y � 0

∼ c exp (y) [sin (αL1) cos (αy) + sin (αy) cos (αL1)] .

In particular we have

u ∼ c exp (y) [sin (αL1) + αy cos (αL1)] when − 1

α
� y � 0. (20)

Next, let U be the heteroclinic orbit corresponding to v0 = 2 with an inflection point

at y = 0 so that U satisfies:

0 = Uyy − 2Uy + h (U) (21)

U → 0 as y → −∞; U → Q∞ as y → ∞ and U ′′ (0) = 0.

Note that the equilibrium U = 0 has a double eigenvalue so that

U ∼ exp (y) (A + By) , y → −∞ (22)

for some O(1) constants A and B that are independent of L1, α. These constants are

determined by solving numerically the problem (21).

Matching (20) and (22) we then obtain

α−1 tan (αL1) ∼
A

B
, α → 0.

Since A/B is independent of α, we obtain that αL1 ∼ πn + αB/A, α → 0. Moreover

u must be positive so that sin ((L1 + y)α) 6= 0 for −L1 < y � 0. This yields

L1 ∼
π

α
+ A/B, α → 0.

In the original variables we therefore get (19). �

Figure 2 provides an illustration of Proposition 3.1. It demonstrates that the max-

imum of the profile moves to the right as α−1 increases, according to the law (19).

4 Population profiles with two peaks

In this section we demonstrate the existence of population profiles that consist of two

peaks – one at the bottom of the water column and one near the surface. To do so, we

will study in detail a piecewise-linear model of the form

{

Q′′ − vQ′ + f(Q) = 0

Q(0) = 0, Q(L) = µ0
(23)
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where f(Q) is a piecewise linear function that has two roots at 0 and µ0, and the

phytoplankton population is P = dQ
dy

. By scaling and relabeling L and v, we will

assume without loss of generality that f(Q) is of the form

f(Q) =

{

Q, 0 ≤ Q ≤ 1
1

µ0−1
(µ0 − Q) , 1 ≤ Q ≤ µ0

; µ0 > 1 (24)

In other words, f(Q) is a unique piecewise linear function that connects (0, 0), (1, 1) and

(µ0, 0). This model is actually an approximation of the Webb-Newton-Starr nonlinearity

(2) in the limit where I0c � 1 (up to rescaling and relabeling of constants) as we now

show. Note from (2) and (4) that

f ′(Q) =
b

c

(

1 − e−cI0 exp(−Q)
)

− kd.

Therefore in the limit cI0 � 1 we have

f ′(Q) ∼
{

b
c
− kd, Q � Q0

−kd, Q � Q0
, Q0 ≡ ln ( cI0) � 1.

Since f ′ is asymptotically piecewise constant, f can be approximated by a piecewise

linear function in this limit. This is demonstrated in Figure 3 where f(Q) and its linear

approximation are plotted.

In terms of the nonlinearity (2), we have

µ0 ∼
b

ckd
. (25)

As in Section 2, the steady state Q = 0 admits two eigenvalues that are complex

conjugate when v < 2 and are purely real if v > 2. In the latter case, the steady state

will concentrate near x = L. However when v < 2, it is possible to obtain solutions

which concentrate both at the surface x = 0 and near the bottom x = L. Our goal is

to demonstrate the following asymptotic result.

Proposition 4.1. Let p = Q′ be the population density where Q is given by (23) with

f given by (24). Suppose that

L � 1, µ0 ≤ O(L),

and suppose that

v � O(µ
−1/2
0 ) with 0 < v < 2.

If µ0 = O (L) then the phytoplankton profile P has two peaks, one near the bottom

x = L and another at x ∼ M < L, where M is independent of µ0, given by (28). The

population concentrations at the two peaks are given by

p(M) ∼ 1

v
; p(L) ∼ µ0v exp

(

−L − M

vµ0

)

. (26)
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Figure 3: The nonlinearity f given by (4) where g is given by (2). The parameter values

there are c = 100, b = 400, I0 = 1, kd = 1. The piecewise linear approximation shown

in dashes connects the points (0, 0), (Q0, Q0

(

b
c
− kd

)

) and (Q1,0) where Q0 = ln ( cI0)

and Q1 = Q0
b

ckd
.

Moreover

p(L) ∼ µ0v when µ0 � L.

Examples of such profiles are shown on Figure 4. Since we assumed L � 1, the

two-peak distribution occurs when µ0 � 1. In particular from (25), this can occur for

low death rates kd, high surface illumination I0 as well as positive sinking buoyancy v.

This phenomenon is illustrated in Figure 4(a). The parameter values were L = 30, v =

1, µ0 = 7.5, 10 and 15. As µ0 is increased, a population spike appears near the bottom

x = L, and coexists with another spike near the surface.

We now give a derivation of Proposition 4.1. Near the surface of the water column

we have

Q ∼ Qs ∼ A exp
(v

2
x
)

sin (αx) , Q ≤ 1

where

α =

√

1 − v2

4

and where A is to be determined. In this way, the condition Q(0) = 0 is satisfied. On

the other hand, near the bottom when Q ≥ 1 we have

Qb = µ0 + B [exp (λ+ (x − L)) − exp (λ− (x − L))]

13
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Figure 4: Population profiles for the model (24). Solid curves represent exact numerical

solution; dashed curves represent the asymptotic solution given by (27). (a) The effect

of µ0. Parameter values are L = 30, v = 1 and µ0 = 7.5, 10, 15 (from bottom to top).

(b) The effect of L with µ0 = 8, v = 1 and L = 20, 30, 40. (c) The effect of v with

µ0 = 8, L = 30 and v = 1, 1.3, 1.5 and 1.9.

where B is to be determined; the condition Q(L) = µ0 is then automatically satisfied.

The constants λ± satisfy the characteristic equation

λ2 − vλ − 1

µ0 − 1
= 0

so that

λ+ ∼ v, λ− ∼ − 1

vµ0

for µ0 � 1.

To determine A,B we must glue Qs and Qb and their derivatives at some point x = M.

We then obtain the following set of equations:

A exp
(v

2
M

)

sin (αM) = 1 = µ0 + B [exp (−λ+d) − exp (−λ−d)] ;

v

2
+ α

cos αM

sin αM
= B [λ+ exp (−λ+d) − λ− exp (−λ−d)]

where

d = L − M.

so that

A exp
(v

2
M

)

sin (αM) = 1 = µ0 + B

[

exp (−vd) − exp

(

1

vµ0
d

)]

;

v

2
+ α

cos αM

sin αM
= B

[

v exp (−vd) +
1

vµ0
exp

(

1

vµ0
d

)]

.
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Under the assumption v � 1√
µ0

the system simplifies to

µ0 ∼ B exp

(

1

vµ0
d

)

;
v

2
+ α

cos αM

sin αM
∼ 1

v

µ0 − 1

µ0

In summary we obtain

Q(x) ∼















exp
(

v
2
(x − M)

) sin (αx)

sin (αM)
, 0 ≤ x ≤ M

µ0 + µ0 exp

(

−L − M

vµ0

)

[

exp (v (x − L)) − exp
(

− 1
µ0v

(x − L)
)]

, M ≤ x ≤ L

(27)

where

tanαM ∼ α
1
v
− v

2

, α =
√

1 − v2/4. (28)

Recalling that p = Q′; equations (26) are a direct consequence of (27) and (28).�

Note that the expression for M and the concentration of plankton near the surface

are independent of the domain length L. Figure 4(b) shows the effect of the depth L

on the shape of the plankton profile. It is clear that the shape of the phytoplankton

near the surface is unaffected by changing L. On the other hand, changing v affects

the entire profile as figure 4(c) demonstrates. Note that for values of v close to 2, we

have α � 1 and (28) reduces to

tanαM = −2α; α � 1

so that

M ∼ π

α
.

In fact this is a special case of Proposition 3.1 where v was assumed to be close to vc.

In this case, p(L) = Q′(L) is significant provided that µ0 is large enough, that is

L − π
α

2µ0

� 1.

5 Discussion

In this paper we have analyzed the self-shading model introduced by Shigesada and

Okubo [11] for the case of finite depth L. We proved the existence and uniqueness of

the steady state profile for all L. In addition, we made a more detailed analysis of the

nonlinearity (2) in a certain limit. There are several open questions that remain.

In §3 we have shown that by choosing v sufficiently close to vc, it is possible that

population profiles concentrate at any given depth, under the self-shading assumption.
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While such solution is locally stable in time, it occurs for a rather narrow parameter

range (see Proposition 3.1). An open question from the point of view of modelling

and biology, is how to modify the model so that such peaks are more stable in the

parameter space. For example, under the assumption that most of the light is absorbed

by water, the subsurface peaks are also present [4], [1], through a completely different

mechanism. Moreover, such subsurface peaks are more stable in the latter case. It

is an open question however, to study the intermediate regime, where both water and

phytoplankton absorb light. Some results towards this end are presented in [7]; however

the precise shape of the profile is still unclear.

In §4 we have studied solutions with two distinct peaks – one near the top, another at

the bottom. To get explicit results, we have considered a limiting regime of the Webb-

Newton-Starr nonlinearity (2). For that specific case, we were able to obtain two-peaked

population profile under the assumptions of high surface illumination, low death rates,

positive sinking boyance and sufficiently small depth. However biological considerations

as well as some additional phase plane analysis indicate that such solutions persist for

more general nonlinearities. Physically, one can expect a bottom spike under high

surface intensity, shallow depth and high reproduction rate, since the light penetrates

deeper in this case. However it is an open question to quantify this behaviour for more

general nonlinearities. In particular, what are the precise biological conditions under

which phytoplankton can persist near the bottom of the water column? Finally, it is

an open question to study in detail the profile shape for the case when v > vc. When

v � vc, only a peak at the bottom of the water column persists. However when v is

only slightly above vc, the picture is much more complicated, and the domain size L

plays a very important role. It is an open question to analyse the profile shape in this

case.
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