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1. INTRODUCTION 

Symbolic equations give a compact way of representing certain identities. 
th For example* if F and L denote the n Fibonacci and Lucas numbers, n n 

respectively, then two familiar identities may be written 

n 2n k 
(1 + F) n = F , FK = F k , 

(1 + L) n = L2 n, L k = L k , 

where the additional qualifiers F = F, , L = L, indicate that we drop 
exponents to subscripts after expanding. Further material on symbolic re la-
tions i s given in [6, Chapter 15] and [7], Here we make a similar "symbolic 
substitution'1 of certain sequences into the Fibonacci polynomials. We then 
find the auxiliary polynomials of the recurrence relations which the resulting 
sequences obey. Finally, we extend these results to the substitution of any 
recurrent sequence into any sequence of polynomials obeying a recurrence 
relation with polynomial coefficients. 

2. SYMBOLIC SUBSTITUTION OF FIBONACCI NUMBERS 
INTO FIBONACCI POLYNOMIALS 

The Fibonacci numbers F are defined by 
n J 

F, = F2 = 1, F n + 2 = F n + J + F n , 

and the Lucas numbers L by 
n J 

L-j = 1* Lo = 3S L , = L . . + L . 1 s l s n+2 n+i n 

55 



56 SYMBOLIC SUBSTITUTIONS [Nov. 

Define the Fibonacci polynomials f (x) by 

fi(x) = 1, f2(x) = x, f^Cx) = rfn+t(x) + fn(x) . 

Consider the sequence {a } given by 

a = f (F), F k = F, , n nv " k ' 

that i s , a is the symbolic substitution of the Fibonacci numbers into the n 
Fibonacci polynomial. The first few terms are 

at = 0, a2 = l s a3 = 1, a4 = 4, a5 = 6 . 

We give four distinct methods of finding the recurrence relation obeyed by the 

v 
The first method applies a technique used by Gould [3]. Write the 

Fibonacci polynomials as in Figure 1. Our approach to find a is to multiply 

x3 + 2x 
x4 + 3x2 + 1 
x5 + 4X3 + 3x 
x6 + 5X4 + 6x2 + 1 

Figure 1 

r th 
the coefficient of x by F and sum the coefficients in the n row. Now 
it is known [10] that 

a) i„w -Z (u->- V- 2 '"' , 
j=o \ J / 
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where [x] represents the greatest integer contained in x, Thus the columns 
of coefficients in Figure 1 are also those of PascaPs Triangle* so that the gen-

th erating function g,(x) for the k column is 

g,(x) = (i - x) -k 

Using Gould?s technique^ we first find that the generating function for the k 
r column with the coefficient of x multiplied by F is 

th 

[(1-ax) k - ( l - j 8 x f k ] / ( a - j3) 

(2) ^(-^(fy-^jx? 
j=0 

k 
J/ (1 - x - x2) (a - /3) 

E'-«i+,(r)v 
3=0 

a-x-x^r . 

where 

a = (1 + V§)/2, |3 = (1 - V§)/2 

We then make all exponents corresponding to coefficients of f^x) to be n 1 by 
2k—l multiplying the above by x \ which gives the row adjusted generating func-

th tion for the k column to be 

h, (x) = 
2k-i 

x 
a - /3 

[ ( l - a x f k - ( l - j 3 x f k ] 

Then 

G(x) = ^ a n x n = i : h k ( x ) = ^ 
n=i k=i ' £ I1 -x^x Ik oo 

X2 

k t - i l 1 - ^ 

(3) 

a - 0 

x2 

1 - cnx 1-fo 
1 - X2 

1 - a x 1 - x2 

1 - j3x 
1 - x - 3x2 + x3 + x4 
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Result (3) also follows from Problem H-51 [9]. This states that 

/ A ( x ) t 1 - (2 - x)t + <1 - x - x?)1? ' 
k=i 

where 

3=0 

Thus using (2), 

Qt« - £ (-l),+1 Q F,J 

00 00 ^ 

G(x) = ] [ ; h k ( x ) = x - ^ Q k ( x ) — ^ ~ 
k=i k=i V1 "~x x / 

1 - x - 3x2 + x3 + x4 

The auxiliary polynomial for the recurrence relation obeyed by the a is 
therefore 

(4) y4 - y3 - 3y2 + y + 1. 

The second method uses the generating function for f (t). Zeitlin [10] 
has shown that 

H(x,t) = — 2 L — ; = l > t ) x n 

1 - tx - x* 
n^o 

Since 
an = [yoO -fn03)l/(a -ft , 
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G(x) = HfoQQ -H(x , j3 ) 
a -j3 

59 

a -j3 1 - ax - x2 1 - /3x - x2 

l - x - 3 x 2 + x 3 + x4 

the s a m e a s (3)e 

The th i rd method suggested to the au thors by Kathleen Weland, v a r i e s the 

pa t t e rn in F igure 1. Wr i te the Fibonacci polynomials as in F igure 2e Then i t 

follows from (1) that the genera t ing function in powers of y for the k column 

x4 

X2 

+ 3x2 

+ 4x3 

+ 2x 

+ 3x 

+ 1 

+ 1 

from the r igh t i s 

F igure 2 

k k+i 
* y 

( i - y 2 ) 
k+l 

where powers of y for t e r m s on the s a m e row a r e equal. Then multiplying the 

k column by F , ? putting x = 13 and summing gives 

G(y) _z_yF / i 
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Now 

00 
k 

Z^x'k' K z 
k=0 1 ~ Z - Z2 

so that 

G(y) = £-
1 - y - 3y2 + y3 + y4 

agreeing with our (3). 
Our fourth method uses a matrix approach. It follows by induction that 

if 

R(x) = (J -J). 

then 

R(x) = \ y i fn->/ (n"0) 

Since f (1) = F , we have nv ' n' 

Rn(l) = Qn = ( / + 1 

V n n-i / 

Then the upper right corner of f (Q) is a . Letting 

R(Q) - » q-Q I A 
i I o r 

where I is the identity matrix and 0 is the zero matrix, since we may mul-
tiply partitioned matrices by blocks, we then have 



1968] INTO FIBONACCI POLYNOMIALS 61 

Sn(Q) WQ> 
fn(Q) 

fn(Q) 

WQ> 

By the Cay ley-Hamilton Theorems R(Q) satisfies its own characteristic poly-
nomial p(x)8 Since a is one of the entries of R (Q)? it obeys a recurrence 
relation whose auxiliary polynomial is p(x)9 The desired polynomial is thus 

(5) p(x) = det[xl - R(Q)] = det 

/ x - 1 -1 -1 0 \ 
-1 x 0 -1 
-1 0 x 0 

\ 0 -1 0 x / 

= x4 3x2 + x + 1 , 

which agrees with (4). 
A slight extension of the second method will handle second-order recur-

rent sequences,, A generalization of the matrix method will be described later* 
and the most general solution to our problem, based on the second method, will 
be given in the last section* 

Let W obey 

Wn+2 = PWn+i " *Wn> P2 " *q ^ 0 , 

and let a ^ b satisfy 

x2 - px + q = 0 

Then 

a + b = ps ab = q , 

and there are constants C and D such that 

W = Can + Dbn 
n 

for all values of n. We consider the sequence 
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c = f (W), W1* = W, . n i r n k 

It is easily seen that 

c = Cf (a) + Df (b) , 

implying 

00 

K(x) = y ^ ^ x 1 1 = CH(x5a) + DH(x,b) 
n=o 

D 

(6) 

Putting 

1 - ax - x2 1 - bx - x2 

(C + D)(l - x2) - abfCa-1 + Db'^x 
1 - px + (q - 2)x2 + px3 + x4 

W0(l - x2) - qxW-i 

1 - px + (q - 2)x2 + px3 + x4 

p = 1, q = - I , W0 - 0, Wj = 1 

makes W = F , and K(x) reduces to G(x). 

3. A PROPERTY OF 2-BY-2 BLOCK DETERMINANTS 

If, in the previous section, we had evaluated 

det[x[ - R(Q)] = detf *[ Q ^ ) 

by formally expanding the right side as a usual determinant and taking the de-
terminant of the result, we would have obtained the correct answer; that i s , 
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det 
( * 

.a - i 
xE = det (x2! - xQ - I2) 

We shal l encounter such types of 2-by-2 block de te rminan ts while genera l iz ing 

the m a t r i x approach to symbolic subst i tu t ions , so i t i s convenient to s ta te the 

following 

T h e o r e m : Let A = (a. .) and B = (b..) (i, j = 1 , - • • ,n) by any n - b y -

n m a t r i c e s . Then 

(?) D(k5m) = detf / A I ml \ = det (AB - krnl) , 

where k and m a r e any r ea l cons tants . 

Proof. The r e su l t i s fami l ia r when k = 0 [4, Section 5 .4] . Then a s s u m e 

k / 0, and cons ide r 

D(k,m)=det 

/ a l l a12 
a21 a22 

a n i an2 
k 0 
0 k 

\ 0 0 

i m m 0 

a 0 0 nn 
0 b u b1 2 

0 b 2 1 b2 2 

k b ni un2 

0 \ 
0 

m 

b l n 

b2n 

n n / 

We e l iminate the bot tom row by multiplying the n column by b . A and 
th sub t rac t ing f rom the (n + j) column for j = 1, • • •, n, and expanding along 

the bot tom row to yield 

k ( - l ) n d e t 

a i l ai2 

a n l an 2 

k 0 

a i , n - i m " a n i b n i / k 

' * a n 9 n - i "" a n n b n i A 
" 0 b „ 

0 0 - - k b n - i ? i 

bnr. A | *-munn 

HI - a ^ b ™ A 

Jm 

b n - i 5 n / 
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Repeating this p r o c e s s of e l iminat ion on the resul t ing bot tom row for n - 1 

m o r e t imes gives 

/ n 

m - £ a y b j j / k 

n , _,vn^ D(k,m) = k (-1) det 

V 3=1 
S a .b. / k 

(ZA nj j i 

\ 
• 1 a i jkjn / k 

3=1 

X a .b. /k , 

n n 
Now (-1) = (-1) , and for an n -by-n m a t r i x M, 

(-k) det M = det (-kM) , 

so that 

D(k,m) = det (AB - krnl) . 

A slightly m o r e genera l form of the above T h e o r e m was located a s a p rob lem 

in [4, Section 5.4] , 

4. A GENERALIZED MATRIX METHOD FOR SYMBOLIC SUBSTITUTIONS 

We shal l now extend the m a t r i x technique used in Section 2. Given a r b i -
th t r a r y m a t r i c e s A and B of the s a m e squa re dimension, let the (r,s) en t ry 

b of B A be the n m e m b e r of the sequence j b L We find the auxi l ia ry 

polynomial for the r e c u r r e n c e obeyed by 

d = f (b), b = b, . n nv ; s k 

C lea r ly the (r,s) en t ry of f (B)A' i s d . We a lso have 

Rn(B) f W*>A 
fn(B)A 

fn(B)A 

f ffi)A 
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It follows that the sequence jd } obeys a recurrence relation whose auxil-
iary polynomial is the characteristic polynomial p(x) of R(B)9 Using (7), the 
latter becomes 

(8) p(x) = det[xI-R(B)] = det 

= det[(x2 - 1)1 - xB] . 

The following are some particular cases of this resu l t 
(i) Substitution of Fibonacci numbers. For B = Q} as defined aboves 

we obtain (5). 
(ii) Substitution of second-order recurrent sequences. Let W be as 

defined in Section 2, and let 

A - / W l W°) B - / P -*) 
A \ w 0 w-lyf' B yi o) • 

Then 

/ W .. W \ 
n __ / n+i n \ 

^ A ~ W W f 
\ n n-i / 

so letting r = 1, s = 2, we have b = W . In this case 

p w - d - ^ - ^ - " r^) 
= x4 - px3 + (q - 2)x2 + px + 1 , 

agreeing with (6). 

(iii). Substitution of Fibonacci polynomials. There is nothing to restr ic t 
jb \ itself from being a sequence of polynomials. To illustrate this, put A = 
I and B = R(t), so that if we let b be the upper right term of B A, b = 
f (t). Then the sequence 

fn[f(t>], f^t) .= y t ) , 

xl - B - I \ 
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obtained by symbolically substituting the Fibonacci polynomials f (t) into the 
Fibonacci polynomials obeys a recurrence relation whose auxiliary polynomial 
is 

det[(x2 - 1)1 - xR(t)] = x4 - tx3 - 3x2 + tx + 1. 

(iv) Substitution of Fibonacci numbers with subscripts in an arithmetic 
progression. Let the sequence {r | be generated by 

r - FSf (F k ) , F m = F . n nv ' m 

that i s , the sequence is formed by replacing x by F , in the Fibonacci 
polynomials. Now y = F , obeys 

Applying (ii), with p = L, and q = (-1) , we see that the required auxiliary 

polynomial is 

x4 - Lkx* + [ ( - l ) k - 2]x2 + Lkx + 1 . 

(v) Substitution of powers of the integers. Let e (k) = e = n for 
fixed k > 0. We find the auxiliary polynomial of the recurrence obeyed by 

g = f (e), e == e . &n nv n m 

It is easy to show by induction that 

*?- i°J-u:V 
and in general that 
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/ 1 
1 

B11 = 

0 \ 

.)(r-l) °8' (S) 

/ I 
n 

67 

o\ 
0 

r / r \ r - i / r \ 

Then the lower left term of f (B, ) Is g . The desired polynomial is thus 

p(x) = det[(x2 - 1)1 - xBk] = det 

/x 2 - x - 1 0 . . . 0 
x2 - x - 1 • - - 0 

\ 

X2 - X - 1 

= /v2 = (x* - x - 1) 
k+i 

where the • indicates Irrevelant termse Notice that when k = 0 the auxiliary 
polynomial is x2 - x - 1, which agrees with f* ' = F 

m (vi) Substitution of powers of Fibonacci numbers,, Let v, = F, , m a 
fixed integer. Consider 

f (v), v = v, 

th m 
We require a matrix whose n power has F as an entry. Such a matrix is 
provided by Problem H-26 [8_]e Let B = (b ), where 

m rs 
/ 

r s 
r - 1 

m + 1 - s 

for rs s = l , - ' , m + l, Then putting r = m + 1, s = 1, we have that the 
th n m 

(r.s) entry of B is indeed F . Thus 
and in this case the auxiliary polynomial is 

( r , s ) t h entry of B n is indeed F m
e Thus the ( r , s ) t h entry of f (B ) is h , 

m+1 p(x) = det[(x2 - 1)1 - xB ] = x det x2 - 1 I - B _ 
m 
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Put (x2 - l ) / x = y. Now det(yl - B ) has been evaluated [l;2;5] to be 

m+i 
det(yI-Bm) = ] P (-l)(m"r)f " ^ 

r=o 

m + 1 
r 

r 
y , 

where 

m m-i m-r+i . _ nv \m\ . 
F . F , - . . F <* > °); LoJ = * 

Now 

so that 

? = x"v-i)r-x;^j(3r)x"23' 

m+i r 
^ j+(m-r)(m-r+i)/2 

r=o 3=0 

m + 1 
r 

r \ m+r-23+1 

2H1+2 

S=0 

m+i 

2>u [ (m-r) (m-r+i)+s-m-r-i] /2 

r=o 

m + 1 
r |s-m-r-l}/2l 

where in the last expression the summand is zero if (s - m - r - l ) /2 is not 
an integer. 

This result may be extended to powers of an arbitrary second-order 
recurrent sequence {W }, described in Section 2, by using the matrix C 
( c r s ) f w h e r e 

r s • ( - - 1 ) 
\ m + 1 - s / 

r+s-m m+i-r 
p q 
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for r , s = l , 9 ° ° , m + l9 F o r a d i scuss ion of C see [ s i . Let t ing u = 
n n m n 

(a - b ) / (a - b), where a and b a r e a s in Section 2S define 

u u m m - i u m - r + i 
u,u< iu2 

(r > 0) 

Then the coun te rpar t to (9) i s 

(10) p(x) 
m+i r 
\ ~ ^ V ^ / _ i ) m + 1 _ r " J / . n \ ( m - r + i ) ( m - r + 2 ) / 2 

r=o j=o 

J ( -q)1 m + 
r JuW 

Hl+r-2j+l 

In pa r t i cu la r , (10) i s the auxi l ia ry polynomial for the r e c u r r e n c e re la t ion obeyed 

by the symbolic substi tution of \ F , } for p rope r choices of the p a r a m e t e r s . 

The m a t r i x method developed h e r e i s m o r e genera l than previous ly ind i -

cated. In pa r t i cu la r , the full power of (7) has not been exploited. F o r example , 

let \ p (x)} be any sequence of polynomials (numbers) obeying 

( i i ) Pn+2(x) = g(x)Pn+1(x) + hpn(x) , 

where g(x) i s any polynomial In x independent of n, and h i s a r ea l con-

s t a n t Let the sequence {b } be genera ted by the m a t r i c e s A and B as 

before. We shall find the auxi l ia ry polynomial of the r e c u r r e n c e re la t ion 

obeyed by 

s = p (b), b = b, . n nx ' k 

Now the (r, s) en t ry of p (B)A i s s . Also, if 

F(B) 
/ g ( B ) [ h l \ _ j P2(B) | P l (B) \ 

\TT7/# G(B) =\Pi(B) Po(B)/ ' 
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Fn(B)G(B) 
0' 

A 
/ WB>A 

V W B > A 
Pn+1(B)A 
Pn (B) A 

Since s is an entry in the right-hand matrix, it follows that the sequence 
{ s j obeys a recurrence relation whose auxiliary polynomial is the charac-
teristic polynomial of F(B). Using (7), the latter reduces to 

-hi det[xl - F(B)] = det f ** " j ( B ) 
xl 

= det[(x2 - h)I - xg(B)] . 

Putting g(x) = x, h = 1, p4(x) = 1, and p2(x) = x specializes this to 
(8). As another illustration of this result, we note that T (x) and U (x), the 
Chebyshev polynomials of the first and second kind, respectively, obey (11) for 
g(x) = 2x, h = - 1 , along with 

T0(x) = 1 = U0(x), Tj(x) = x, and Ut(x) = 2x . 

Then the sequences defined by the symbolic substitutions 

Tn(F), Un(F), F~ = F k , 

each obey a recurrence relation whose auxiliary polynomial is 

(12) det[ (x2 + 1)1 - 2xQ] = x4 - 2x3 - 2x2 - 2x + 1 

59 A GENERAL RESULT 

Here we extend the second approach in Section 2 to obtain the most gen-
eral solution to our problem. Let {q (x)} be any sequence of polynomials 
obeying the k order recurrence relation 
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k 
0 " Z ^ aj(x)Vj(x)? ao(x)\(x) ^ ° J 

j=° 

where the a.(x) are polynomials independent of n„ Put 

k 

Q(x,t) =2a j ( x ) t i 9 

so that 

M(x,t) = ̂ W t ? = H I . 
n=o 

where P(x,t) is a polynomial in x and t of degree < k in t. Suppose {A } 
th n 

is a sequence satisfying an m order recurrence relation with constant coef-
ficients whose auxiliary polynomial has distinct roots r1? r25- • • s r m . Then 
there exist constants Bi9 B2s

 e • *, B such that 

m 
A.. = ' 

i=i 

= Y B.rn 

n / J l i 

Define JD } by 

D n = VA>> A ^ A k ' 

Then 

m 

n 
i = i 
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so that 
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" J ^ J^B.P(r.,t) 

n=o 

r(t) = r]t) 
Q(rl9t) . . . Q(r m , t ) s(t) > 

1=1 i = i 

where the degree of r(t) < mk, and the degree of s(t) = mk. Therefore { D } 
obeys a recurrence relation whose auxiliary polynomial is 

(13) t m k s ( l / t ) 
m 
n 
i=i 

V\ 
3-0' 

k-j 

Continuing with the illustration of the preceding section, for Chebyshev 
polynomials of both kinds we have 

k = 2, a0(x) = a2(x) = 1, a1(x) = ~2x , 

and if A = F we see n n 

m = 2, vt= (1 +V5) /2 , r2 = (1 - \ / 5 ) / 2 . 

The desired polynomial is then 

(t2 - 2r4t + l)(t2 - 2r2t + 1) = t4 - 2t3 - 2t2 - 2t + 1 , 

in agreement with (12). 
It happens that (13) is valid even if r4, • •*, r m are not distinct Then 

this generalization actually yields the matrix method as a special case. To 
see this, put 

k = 2, a0(x) = 1, a^x) = -g(x)5 a2(x) = -h, 

and let b be the (r,s) entry of B A, where A and B are m-by-m 
matrices. Then obeys a recurrence relation whose auxiliary polynomial 
is 
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det(xI-B) = ( x - r j ) . . . (x - r m ) 

From (13) 9 we have that the sequence 

{^(b)}, bk = bk , 

obeys a recurrence relation whose auxiliary polynomial is 

m 

73 

Pi(t) = n [ t 2 - g ( r . ) t - h ] ( 
i=i 

On the other hand, by (8) we find that the matrix method gives the required 
polynomial as 

p2(t) = de t [ ( t 2 -h ) -g(b) t ] 

To show pj(t) = p2(t), we note B is similar to 

C = 

/ v1 0 • • • 0 \ 

u i m / 

so that g(B) is similar to g(C). We also have 

g(C) 

I g(ri) o ... o ^ 
g(r2) -•• 0 

V &\ H I 7 / 

where the * indicates irrevelant entries. Since similar matrices have the 
same characteristic polynomial, 

m 
p2(t) = det[(t2 - h ) - g(C)t] = O [t2 - h - tg(r . ) ] = Pl(t) . 

i=i 
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However, the matrix method has the advantage that the roots r l s • • • , r of the 
characteristic polynomial of B do not have to be known. 

The second-named author was supported in part by the Undergraduate 
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