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It was shown by Appell [1] that if u; and uy denote two linearly inde-

pendent solutions of
{D2 +pt)D + q(t)}y =0,

then ui, wuy, uj denote three linearly independent solutions of the third-order
linear differential equation

{D3 + 3pD?% + (2p? + p' + 4q)D + (4pqg + Zq')}y =0.
Watson [2] shows that if
{D2+1}v =0, {D2+J}w =0,
then y = vw satisfies the fourth-order differential equation

y' 20+ )y + T+ Iy _
T % -I-Jy, T£I.

Bellman [3] gives a matrix method for obtaining Appell's result and notes that
the method can be used to find the linear differential equation of order mn
whose solutions are the products of the solutions of alinear differential equation
of order m and one of order n.

We now obtain analogous results for linear difference equatiens.

Let {An} and {Bn } denote sequences defined by the second-order linear
difference equations

(1) An+1 - PnAn * QnAn-l ’
(2) Bn+1 - Ran * San—i ’
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where Aj, Ay, By, By are arbitrary and Pn’Qn’ Rn, Sn are given.
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If uy and uy, v4 and v, denote pairs of linearly independent solutions
of (1) and (2), respectively, then we first obtain the third-order linear difference

equation whose solution is given by

kyuf + kpugu, + lguj

where the ki's are constants. Squaring (1) and letting Cn = Aé, we obtain

_ 52 2
@) Cott = PpCn " QCps ™ 21)nQnAnAn—l
or
2 0?2 =
(4) Cn+1 - Pncn Qﬁcn—i 21)nQnAn—i(Pn—iAn—i " Qn—iAn—z)
- 2PnPn—1QnCn—1 " 2PnQnQn—1An—1An—z *
By decreasing the index n by 1in (3), we can eliminate An—iAn—z to obtain
() Pn-icn+1 - Pn(PnPn—i * Qn)cn * Pn—iQn(PnPn—i * Qn)Cn—i

-PQQ 2

nn n-1i n-2

We now obtain the fourth-order equation whose solution is given by kiu:{
+ klu? + koufu, + kguiu'g + kyu3. Cuhing (1) and letting Dn = AI:’;, we obtain

3 3 - 2 2 2 2
©) Dn+1 - PnDn - QnDn—i 31)nQnAnAn—i * 31)nQnAnAn—i
_ 2 2 27 2
3PnQnAnAn—i * 31)nQnAn-1(Pn-iAn—i +Qn—1An—2)
or
- P3 -Q2 = 2 2
(7) Dn + PnDn Qn(3PnPn_1 + Qn )Dn- 1 SPnQnAnAn—i
2 2 - 2 2
* 31)nQn(')'n—iAn—1An-2 3PnQnAn—1(Pn—1An—1 " Qn-iAn—Z )

2 2
* 3PnQnQn—1An—1An—2
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or

- P3 - 2 2 2
®) Dn+1 PnDn Qn(3P:nPn—1Qn+3PnPn—1+Qn)Dn—1

- 2 2 24 2
3PDQIIQ1’1-1(2P1’1P1’1-1 - Qn)An—iAn—z * 3P1’1Q1’1Q1’1—1An—2A1’1—1 *

By reducing the index of n by 1 in (6), we can then solve (6) and (8) for
An—?An-z' Then by substituting this expression in (7), we can obtain the desired
difference equation.

To find the fourth-order equation satisfied by
kiugvy + Kougvy + Kgupvy + kKqupvy

we multiply (1) by (2) and let En = Aan, to give

(9) En+1 - PanEn - QnSnEn—1 PnSnAan—l + RnQanAn-i

PnSan—i(Pn—iAn-i " Ql’l-iAn—Z)

1
* RnQnAn—i(Rn—1Bn—1 * Sh—i-Bn—?s)
or
(10) En+1 - PanEn - (PnPn—isn * Ran-1Qn * Qnsn)En—i - PnSnQn—1Bn—1An—2
* RnQnSn—iAn—iBn—z - 1)nSnQn—1An—2(Rn—2Bn—2 * Sn-an—s)
* RnQnSn—iBn—zt‘Pn—zAn—z * Qn—zAn—3)
or

(1) En+1 - PanEn - (PnPn—isn * Ran—iQn * QnSn)E

- (PnDnQn—iRn—z * RnQnSn—ipn—z)En—z

n-1

- PnQn—1SnSn-zAn—2Bn—3 * Rnsn—1QnQn—an—2An—3 '

By now reducing the index n by 2 in (9) and by 1 in (10), we canthen eliminate
A B and B_ A from (9), (10), and (11), to obtain the desired differ—

n-2° n-3 n-2 n-3
ence equation.
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If here Pn’ Qn’ Rn’ Sn are independent of n, the equations simplify
and the elimination is rather simple. This special case gives a solution to

part (i) of proposed problem H-127 by M.N.S. Swamy (Fibonacci Quarterly,

Feb., 1968, p. 51), i.e., "The Fibonacci polynomials are defined by

fn+1(x) = an(X), n>2,

fix) =1 and H&x) = x .
If z, = fr(X)fr(y)’ then show that (i) z, satisfies the recurrence relation

2 4 2 =
Zogy = XVE e - (x4 + y4 + 2)Zn+2 -XyzZ T E, = 0, "

We now extend Bellman's mafrix method, withlittle change, to difference
equations.

First we give an analogous lemma for difference equations.

Lemma. Let Y and Z denote, respectively, the solutions of the matrix

difference equations

EY

1f

AmY, Y(0)

=
N
Il

ZB(@) , Z(0)

11
-

then the solution of
EX = A@XBMm , X(O) = C,

is givenby X = YCZ. (Here EY(@) = Y{n + 1)). An immediate proof follows
by substitution. ’

We now apply this result to finding the third-order linear difference equa-
tions whose general solution is cm% + 2cyuquy + cguj where uy and uyare

linearly independent solutions of

(12) {E2 +pME + qn) }u =0 .
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Without loss of generality, let uy and uy; be determined boundary conditions

ui]nzo =1, EUi]n=0 =0,

Uslp=0 = 0, EUslp= = 1 .

Setting Eu = v, (12) is equivalent to

Eu = v,
Ev = -pv-qu.
If we now let
Am) = | o 1
‘ -qm -p@ |’

The matrix solution of
Eu = Anu, UO =1,
is given by

uy(n) Uy (n) H
Euj(n) Euy®)

and the solution of
_ T _
EV = VA(n)~, V() =1,

by V = UT, the transpose of U. From our lemma, the solution of
- T _
(13) EX = AXA™, X(0) = C ,

is given by X = UCUT. Taking C to be the symmetric matrix
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C1 C2
C = )
C2 Cs
we see that X is given by
X4 Xg
X =
X X3

where

2 2
X{ = cquy + 2cguquy + cguy
Xy = cyuyEuy + co(uyEuy + upEuy) + cgupEuy ,

x3 = cqEuj + 2¢,(Euy) (Euy) + C3Eu§ .

Equation (13) can be written as

lEx1 Ex, 0 1}

|Ex, Exz

X1 X

|
|

-q
1 -p

o

-q -p X X3

and which is also equivalent to the system

Exy = x3 ,

Ex; = axp -px3

Exg = g%y + 2pgx, + pxg
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Eliminating x; and x3, we obtain the third-order linear difference equation

corresponding to (5). Similarly, eliminating x; and x,, we obtain the equation

whose general solution is ciEu§ + 2¢9(Euy ) (Euy) + c3Eu§; eliminating x; and

x3, we obtain the equation whose general solution is

ciuiEui + cz(uiEuz + quui) + C3H3EU.3 o
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DIFFERENCE EQUATIONS

In stating our lemma, we ignored anydiscussion of the dimensionality of
Y and Z. It is clear that the resultis valid if A() and Y are rxr ma-
trices, B(n) and z s x s matrices, and C and X r x s matrices.

Using the same technique as before, but with much more computation,
we can obtain the linear difference equation of order rs whose solutions are

the products of order r and one of order s.
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(continued from p. 85.)
4, REMARKS

Generalizing these famous conjectures leads to a multitude of conjectures
in the Gaussian Integers. Some such as the infinitude of twin primes appears
easier to settle and some such as the quadruples of primes seem less attain-
able than the real case does.

See p. 80 for a First Quadrant Graph of Gaussian Primes.
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