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Abstract. We examine a class of reaction-diffusion systems where saturation drives pattern pattern formation. A
prime example is the classical model of mussel-algae interactions. We asymptotically construct a pattern consisting of
N spikes. Unlike many other models where the inner spike profile is described by a nonlinear ODE w′′ −w+wp = 0,
here it is described by a linear ODE w′′+w−1 = 0.We then study the stability of resulting patterns. A new non-local
eigenvalue problem (NLEP) is derived which controls the structural stability of N such spikes. We rigorously prove
its stability in the relevant regime, taking advantage of the explicit formula for the shape of the spike. Self-replication
is also observed, and we derive a new “core problem” which captures this phenomenon. Finally, the asymptotic
stability band for existence of N spikes is given. Our methods are applicable to a wide range of systems that exhibit
saturation; we provide a variant of Schnakenberg model as another example. Numerical simulations confirm our
asymptotic predictions.

1. INTRODUCTION

In this paper we examine localized patterns for some reaction-diffusion systems driven by saturation or allee effects.
These are often included in population models in order to account for the effect of population size on predation or
nutrient consumption. Consider the well-known model of mussel-algae interactions [1–4]:

Mt = d1Mxx − k1
k2 + k3M

M + k4AM, At = d2Axx + k5 − k6A− k7AM. (1.1)

The mussel death rate k1

k2+k3M
decreases with higher density, reflecting a “strength in numbers” protection mechanism.

The path to pattern formation through Turing bifurcation is well understood for this and related models. In particular
the saturation is essential for formation of spatial patterns in (1.1) (no spatial patterns are possible when k3 = 0).
Our goal here is to study localized patterns that arise far from the Turing bifurcation threshold. This is in contrast
to numerous existing studies of this model, where the patterns are typically studied close to the Turing bifuraction
threshold. We note that the same model but with k6 = 0 was studied in e.g. [5, 6] from the point of view of chemical
reactions with a saturation.

Many models of vegetation patterns incorporate saturation for both nutrients and plant biomass [7–9]. Among the
simplest examples, consider the following variant of the classical Klausmeier model:

vt = d2vxx − k4v +
k5v

k6v + k7
vu, ut = d1uxx + k1 − k2u− k3uv. (1.2)

Here, v represents the biomass density and v the density of water. The water absorbtion rate by the plants k5v
k6v+k7

is
assumed to saturate with increased biomass density.

Both of these models have complex spatial patterns made up of spikes, as illustrated in Figures 1, 5. We are
interested in certain limits of the models (1.2) and (1.1) where the saturation plays a key role. As with most other
studies of spike patterns, the basic building block is the asymptotic profile of the spike. In almost all other studies,
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FIG. 1. (a) Spike competiton instability for the model (2.1). Here, D = 1, ε = 0.0015, and a is gradually decreased according
to a = 0.5 − 10−5t. Dashed line ac shows the asymptotic threshold given by (2.25) (b) Self-replication. Parameters are same
as in (a) except a is gradually increased according to a = 0.02 + 10−5t. Asymptotic for as given by (2.24) is also shown. (c-d)
Half-spike steady state of (2.2), which is a basic building block of patterns. Here, a = 0.15, ε = 0.01, l = 1. Dashed lines
indicate asymptotics (2.10).

this profile satisfies a nonlinear ODE of the form wyy − w + wp = 0, whose explicit solution is given by a power of
sech. By contrast, when saturation dominates, we find a new linear ODE for the ground state in the inner region, of
the form wyy + w − 1 = 0. This is then matched to the outer region to construct the full spike profile.

As we will see later, saturation can have a profound effect on the resulting spatial patterns. The original paper of
Klausmeier [10] assumed no saturation (k6 = 0 in (1.2)). In this case the model (1.2) is equivalent the Gray-Scott
model or the Schnakenberg model (when k2 = 0) which has been intensively studied from the point of view of localized
patterns. There is a large literature on the subject; we refer to the book [11] and references therein for review.

Similar spot patterns have been studied in many other reaction-diffusion models. Some prominent examples include
Gray-Scott model [12–17] the Schnakenberg model [18–20], vegetation patches in arid environments [10, 21–25], a
model of crime hot-spots in a model of residential burglaries [26–29] and animal skin patterns [30–35]. We single out
the paper [36] which is the first to give the full description of stability of N spikes for the related Gierer-Meinhardt
model. The framework developed in that paper forms the basis for stability analysis in this work.

The summary of the paper is as follows. Section 2 is dedicated to the analysis of the model (1.1). We construct
the equilibrium spike profile in §2.1. We then study the stability of a pattern consisting of N identical copies of a
spike in §2.2. As in the classical analysis [36], there are two types of eigenvalues to consider: large eigenvalues which
correspond to structural stability of the pattern, and small eigenvalues that arise due to translation invariance of the
inner region and are related to slow spike dynamics. We find a novel non-local eigenvalue problem (NLEP) (3.1)
which describes the stability of spikes with respect to large eigenvalues, and prove their (in)stability depending on
problem parameters. We then derive small-eigenvalue instability thresholds directly, by constructing asymmetric spike
patterns. As with other models, we find that the competition instability – responsible for spike death – is triggered
due to small eigenvalue instabilities. In §2.3 we describe derive the so-called core problem which captures the spike
self-replication observed in (1.1). The stability of NLEP problem is analysed rigorously in §3. Section 4 is devoted to
a similar analysis for the model (1.2). We conclude with discussion and open problems in 5.

2. MUSSEL-ALGAE MODEL

We illustrate our technique on the Mussel-Algae model (1.1). Simulations of the steady state (see Figure 1) show the
existence of spike patterns, corresponding to localized concentrations of mussel population. To simplify the calculation
and illustrate key points, we will assume that the natural death rate of algae is negligible compared to death due to
mussel consumption; k4 ≪ k5. Moreover, we assume that the algae population changes on a faster timescale than the
mussel population. With these assumuptions, after some rescaling we write the model in the form

vt = ε2vxx + uv − v

1 + v
; 0 = Duxx + a− uv. (2.1)
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Here, v is the rescaled M , and u is the rescaled A; the zero on the left hand side of the second equation reflects the
assumption that the mussel population grows on a much slower time scale than the aglae.

2.1. Steady state.

Let us first construct a spiky steady state for the model (2.1). It satisfies

0 = ε2vxx + uv − v

1 + v
; 0 = Duxx + a− uv. (2.2)

A typical steady state is shown in Figure 1(c,d). We start by constructing a steady state consisting of a half-spike on the
domain [0, l] . By even reflections, this can be extended to N symmetric interior spikes on the domain (−l, (2N − 1)l)
of size L = 2Nl.

The steady state is divded into two regions: the inner region inside the spike and the outer region (refer to Figure
1(c,d)). In the inner region, we freeze u ∼ u0, where u0 is to be determined. We look for solution of the form

v ∼ 1

u0
V (z), z =

√
u0
ε
x. (2.3)

Equation for V (z) then becomes

Vyy + V − V

u0 + V
= 0. (2.4)

The first integral of (2.4) reads

V 2
y

2
+
V 2

2
− V − u0 log(V/u0 + 1) = 0. (2.5)

where we assumed V (y) → 0 as y → ±∞.
We look for solution to (2.4) in the limit u0 → 0. Let Vmax = maxV (z). Then equation (2.4) becomes

Vyy + V − 1 ∼ 0 (2.6)

and from (2.5) we obtain Vmax ∼ 2. Consequently, we obtain V ∼ 1 + cos(y). The approximation (2.6) breaks down
when V = O(u0), in other words, when y ∼ π; an additional boundary layer near y = π exists to resolve the transition
from (2.6) to (2.5). We obtain the spike profile of the form

v(x) ∼ 1

u0

{
1 + cos

(√
u0

ε x
)
, 0 ≤ x < π ε√

u0

0, otherwise
. (2.7)

To obtain u0 we integrate equation for u in (2.1) to obtain al ∼ u0
∫ l

0
v ∼ ε√

u0
π, so that

u0 ∼
(επ
la

)2
. (2.8)

In the outer region, v ∼ 0 so we have

u ∼ u0 −
a

2D

(
(x− l)

2 − l2
)
. (2.9)

In summary, the half-spike on domain [0, l] has the profile

v(x) ∼
(
al

επ

)2{
1 + cos

(
π
alx
)
, 0 ≤ x < al

0, otherwise
; u0 ∼

(επ
la

)2
− a

2D
(x− l) . (2.10)

The assumption v ≫ 1 then implies a ≫ ε; at the same time for the spike to be localized we must also have also
have a≪ 1. Figure 1(c,d) shows the comparison between the asymptotics (2.10) and the full steady state as obtained
by numerical simulations.
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FIG. 2. Left: Steady state consisting of two boundary spikes. Middle: even eigenfunction corresponding to BC ϕ′(l) = 0. Right:
odd eigenfunction corresponding to BC ϕ(l) = 0.

2.2. Stability

Half-spike. We start by studying the stability of a single boundary half-spike on domain of size (0, l) . Linearize
around the steady state constructed above as follows:

v(x, t) = v(x) + ϕ(x)eλt, u(x, t) = u(x) + ψ(x)eλt

to obtain

λϕ = ε2ϕxx + ϕu+ ψv −
(

1

1 + v

)2

ϕ; 0 = Dψxx − ϕu− ψv. (2.11)

In the inner region y = x
√
u0

ε we approximate ψ ∼ ψ0 = ψ(0), ϕ(x) = Φ(y) and v ∼ 1
u0
V (y). We obtain,

λ0Φ ∼ Φyy +Φ+
V

u20
ψ0, λ0 = λ/u0, V (y) = 1 + cos y, y ∈ [0, π] . (2.12)

To match to the outer solution where ϕ ∼ 0, we impose a point constraint

Φ (π) = 0.

We intergrate the equation for ψ in (4.15) to obtain ψ0 :

ψ0 ∼ −u
2
0

π

π∫
0

Φ(y)dy.

This yields the following non-local eigenvalue problem (NLEP):{
λ0Φ = Φyy +Φ− κ (1 + cos y)

∫ π

0
Φ(y)dy,

Φ′(0) = 0; Φ(π) = 0.
(2.13)

where κ = 1
π . The probelm (2.13) is studied rigorously in §3. In particular, Theorem 3.1 states that the eigenvalues

are stable (Re (λ0) ≤ 0 for all λ0) as long as κ ≥ κ0 = 2
3π , and are unstable otherwise. Here, κ = 1

π >
2
3π . This proves

that a single boundary spike is stable.
Two boundary spikes. Next, consider the configuration consisting of two boundary on domain [0, 2l] as illustrated

in Figure 2. This configuration admits two distinct eigenvalues, depending on the parity of the eigenfunction with
respect to the center of the domain, as illustrated in Figure 2. If the eigenfunction is even with respect to the
center, this is equivalent to the stability of a single half-spike on the domain [0, l] and was shown to be stable. On
the other hand, odd eigenfunction is equivalent to solving the eigenvalue problem (4.15) with boundary conditions
ψ (±l) = 0 = ϕ (±l) . The inner problem for Φ is the same (2.13); but now ϕ0 = ϕ(0) satisfies

ψxx = 0; ψ (l) = 0, Dψ′(0+) =
ε

√
u0

u0 π∫
0

Φdy + ψ0
π

u0
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We obtain ψ(x) = ψ′(0) (x− l) , ψ0 ∼ −lψ′(0+) so that

ψ0 = −l2 a

Dπ

u0 π∫
0

Φdy + ψ0
π

u0

 . (2.14)

We then obtain the problem (2.13) but with

κ =
1

π

D−1l4a3 (επ)
−2

1 +D−1l4a3 (επ)
−2 . (2.15)

The stability boundary corresponds to setting κ = κ0 = 2
3π , corresponding to the threshold D−1l4a3 (επ)

−2
= 2, or

a = ac where

ac = ε2/3D1/3l−4/321/3π2/3. (2.16)

When a > ac, the two boundary spikes are stable, and they are unstable when a < ac.
Multiple interior spikes. Next we consider N spikes on the domain of size L = 2lN, with periodic boundary

conditions. We fix the domain x ∈ [−l, (2l − 1)N ] and put the spikes at locations x = 2lk, k = 0..N − 1. There are
small and large eigenvalues to compute [11, 36].

Small eigenvalues. We start with the small eigenvalues that correspond to translational modes. Instead of the full
computation of the small eigenvalues, we will short-circuit the process and only compute asymmetric spike solutions
following [28, 37]. The point where asymmetric branch bifurcates off the symmetric configuration corresponds to the
simultaneous zero-crossing of N − 1 small eigenvalues [37].

From (2.10), we have:

u (l) ∼ u0 +
a

2D
l2 ∼

(επ
a

)2 1

l2
+

a

2D
l2

The function l → u(l) attains a minimum when

−2
(επ
a

)2 1

l3
+
a

D
l = 0.

Solving for a, we obtain the same formula as in (2.16). This is precisely the bifurcation point of zero-crossing
of small eignevalues, at which all N small eigenvalues cross zero simultaneously [37]. This shows that the stability
threshold of two interior boundary spikes on domain of size 4l (due to small eigenvalues) is exact same as the stability
threshold of two boundary spikes on the domain of size 2l (due to large eigenvalues). It is notable that the classical
systems such as GM or Schankenberg models exhibit exactly the same equality of stability thresholds. Finally, we
let l = L/(2N) to obtain the threshold for N spikes on domain of size L. The small eignevalues are all stable when
a > ac and are all unstable when a < ac.
Large eigenvalues. To compute large eigenvalues on the periodic domain, we consider the eigenvalue problem (2.11)

but subject to the “Floquet” BC:

ψ(l) = eiθψ(−l), ψ′(l) = eiθψ′(−l)

and similar for ϕ. Extend ψ on entire domain by setting ψ(x) = eiθψ(x − 2l). Then ψ((2l − 1)N) = eiθNψ(−l). By
choosing

θ = 2πm/N, m = 0 . . . N − 1,

we obtain periodic BC on entire domain. It remains to solve for ψ0. This is equivalent to solving

{
ψ′′ = cδ(x)

ψ(l) = eiθψ(−l), ψ′(l) = eiθψ′(−l) (2.17)

where

c = 2l
a

Dπ

u0 π∫
0

Φdy + ψ0
π

u0
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FIG. 3. (a) Bifurcation diagram for the core problem (2.23). There is a fold point at Â = Âs = 3.0918 which is responsible for

self-replication. (b) Bifurcation diagram for the core problem (4.19). The fold point is at Â = Âs = 1.6379.

This is equivalent to solving ψ′′ = 0 with jump condition ψ′(0+) − ψ′(0−) = c and continuity condition ψ(0+) =
ψ(0−). After some algebra we find that

ψ(0) =
cl

cos (θ)− 1
= − cl

2 sin2(θ/2)
. (2.18)

We then obtain (2.13) with the premultiplier κ being equal to

κ =
1

π

(
D sin2(θ/2)

)−1
l4a3 (επ)

−2

1 +
(
D sin2(θ/2)

)−1
l4a3 (επ)

−2
. (2.19)

Setting κ = 2/3/π yields the critical threshold

am = ac sin
2/3

(
2πm

N

)
. (2.20)

where ac is given in (2.25). Note that αm ≤ ac for all m, so that all of the thresholds am are below the threshold ac
that triggers the small eigenvalues. In this sense, the situation is the same as for the Schnakenberg and other related
models: the instability is first triggered by small eignevalues, as a is decreased.

2.3. Self-replication

Next we study the phenomenon of spike self-replication. This phenomenon is observed in numerous other reaction-
diffusion models. See for example [12, 13, 16, 17, 38–43] and references therein. The path to self-replication corresponds
to a disappearance of the steady state via a fold-point bifurcation [38]. At the bifurcation point, there there is typically
the so-called “core problem” [12, 17, 39, 40] near the spike center which must be solved numerically, then matched to
the outer region. Near the fold point, the solution branch connects a single spike to a double-spike structure. As we
now show, a similar structure (but with a somewhat different core problem) occurs for model (2.1).

We start by looking for at the inner region of the spike located at x = 0. Rescale:

x = ay, u = ε2a−2U, v = ε−2a2V, D0 = Dε2a−4.
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Assuming v large, the leading-order inner problem becomes

Vyy − 1 + UV = 0, D0Uyy − UV ∼ 0. (2.21)

The inner problem for V (y) is defined for y ∈ [0, R] where R is the inner domain length that is necessary to solve for.
In order to match to the outer region, we impose boundary conditions

V ′(0) = 0 = U ′(0); V (R) = 0 = V ′(R);

The matching condition is obtained by integrating equation for U in (2.21). We have: U ′(R) = 1
D0

∫ R

0
UV dy ∼

1
aD0

∫ l

0
uvdx. On the other hand, integrating (2.2) we have

∫ l

0
uv = al. We thus obtain the matching condition

Uy(∞) = l/D0. (2.22)

Together, equations (2.21, 2.22) form a closed system that determines V,U as well as R as a function of system
parameters. Next, we further scale to remove R as follows:

y = Rŷ, V = R2V̂ , U = R−2Û

to arrive at the problem

V̂yy − 1 + Û V̂ = 0, cÛŷŷ − Û V̂ = 0 (2.23a)

where c = Dε2a−4R−4. The boundary conditions become

V̂ ′(0) = 0 = Û ′(0); V̂ (1) = 0 = V̂ ′(1). (2.23b)

Condition (2.22) then becomes Ûŷ(1) = R3l/D0. Eliminating R, we get Ûŷ(1) = c−3/4lD−1/4ε−1/2a.

Let Â = c3/4Ûŷ(1). The matching then becomes

Â := c3/4Ûŷ(1) = lD−1/4ε−1/2a. (2.23c)

Numerically, we find that the system (2.23) has a fold point at Â = Âs ≈ 3.0962. This is illustrated in Figure 3(a),

where we plot Â versus V̂yy(0). The two branches connect a single spike to a double spike solution and are responsible

for self-replication observed in the numerics. When Â is increased past Âs the steady state is lost and self-replication
occurs.

We summarize the results as follows.

Proposition 2.1. Consider a symmetric N−spike pattern for the model (2.1) on the domain of size L, and let
l = L/(2N). Let

as = ε1/2D1/4l−1Âs where Âs ≈ 3.0962, (2.24)

ac = ε2/3D1/3l−4/321/3π2/3. (2.25)

When N ≥ 2, the N−spike pattern is stable when a ∈ (ac, as) . Self-replication is triggered when a increases past
as and competition (spike death) is triggered when a decreases past ac. When N = 1, a single spike is stable when
ε≪ a < as.

3. NONLOCAL EIGENVALUE PROBLEM

Here, we rigorously study the stability of the key NLEP problem (2.13):{
λ0Φ = Φyy +Φ− κw

∫ π

0
Φ(y)dy, w(y) = 1 + cos(y)

Φ′(0) = 0; Φ(π) = 0.
(3.1)

We have the following characterization of stability for the operator (3.1).

Theorem 3.1. Let κ0 = 2
3π . The following thresholds phenomenon holds:
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FIG. 4. (a) Spectrum of the eigenvlue problem (3.1) computed numerically. Note the zero-crossing at κ = κ0 = 2
3π

of the

principal eigenvalue. The problem is stable for κ0 > 2
3π

, despite having complex eigenvalues (b) Plot of (3.3). (c) Plot of (3.4).

� If κ > κ0, then all eigenvalues of (3.1) are strictly stable, i.e. Re (λ0) < 0 for all λ0.

� If κ = κ0, then there exists one zero eigenvalue and the rest of eigenvalues are strictly stable, Re (λ0) < 0.

� Suppose that κ < κ0. Then there exists a real positive eigenvalue λ0 > 0.

Note that the operator in (3.1) is not self-adjoint and in general the eigenvalues can be complex, which complicates
the analysis. We will follow the ideas of the method introduced in [44]. The idea is to “self-adjointize” the operator.

In what follows, we write
∫

=
∫ π

0
dy. Let w0, κ0 be the solution to to (3.1) corresponding to the zero eigenvalue,

namely

w′′
0 + w0 − κ0w

∫
w0 = 0.

Explicitly, we have

w0 = cos y + 1 +
1

2
y sin y; κ0 =

1∫
w0

=
2

3π
.

Now define the operator

L1Φ := Φ′′ +Φ− κ0w

∫
Φ− κ0

∫
wΦ+ κ1

∫
Φ (3.2)

where κ1 is chosen such that L1w0 = 0 :

0 = −κ0
∫
ww0 + κ1

∫
w0,

κ1 = κ0

∫
ww0∫
w0

=
5

6π
.

Lemma 3.2. The operator L1 is self-adjoint, and non-positive definite.

Proof. An explicit computation shows that the eigenvalues of L1 satisfy

tan (ωπ)

π
=
(
ω3 − ω

) 18ω4 − 27ω2 + 5

15ω4 − 18ω2 − 5
, λ = 1− ω2 (3.3)

Since L1 is self-adjoint, λ is purely real. So there are two cases to consider: either ω is purely real or it is purely
imaginary.

Case 1, ω is purely real. The graph of lhs and rhs of (3.3) is shown in Figure 4(b). As can be seen from the
graph, there are no roots when ω ∈ (0, 1). This is easy to prove rigorously as follows. Let f(ω) = rhs(3.3). Then
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for ω ∈ (0, 1) , f(ω) is below the line y = ω and above the line y = ω − 1. Indeed, a simple computation shows

f(ω) = ω is equivalent
(
3ω2 − 5

)2
= 0 which has no roots in (0, 1) . Similarly, setting f(w) = ω − 1 one obtains

18ω4 + 54ω3 + 48ω2 + 15ω + 5 = 0, which again has no roots for ω > 0 as all the coefficients are positive.
Case 2, ω = iσ with σ purely real. Then equation (3.3) becomes

tanh (σπ)

π
=
(
−σ3 − σ

) 18σ4 + 27σ2 + 5

15σ4 + 18σ2 − 5
(3.4)

The graph of (3.4) is shown in Figure 4(c) and shows that there are no non-zero solutions to (3.4). This is easily
shown using the same arguments as in Case 1 (and is left to the reader). This completes the proof of the lemma. ■

We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1
To show the instability when κ < κ0, we solve (3.1) explicitly to find that λ0 satisfies

tan (ωπ)

π (ω − ω3)
= 1− ω2

κπ
, λ0 = 1− ω2. (3.5)

Simple calclulus shows that (3.5) has a root ω ∈ (0, 1) when κ < κ0 (in fact ω = 1 corresponds to κ = κ0). This shows
the existence of a positive (and real) eigenvalue of (3.1) when κ < κ0.
Next we show stability when κ ≥ κ0. Write (3.1) as

λ0Φ = L1Φ+ (κ0 − κ)w

∫
Φ+ κ0

∫
wΦ− κ1

∫
Φ

Decompose λ0 = λR + iλI , Φ = ΦR + iΦI ; so that

λRΦR − λIΦI = L1ΦR + (κ0 − κ)w

∫
ΦR + κ0

∫
wΦR − κ1

∫
ΦR (3.6)

λRΦI + λIΦR = L1ΦI + (κ0 − κ)w

∫
ΦI + κ0

∫
wΦI − κ1

∫
ΦI (3.7)

The combination
∫
ΦR

∫
(3.6) +

∫
ΦI

∫
(3.7) yields:

λR

{(∫
ΦR

)2

+

(∫
ΦI

)2
}

=

{∫
ΦRL1ΦR +ΦIL1ΦI

}
+ (κ0 − κ− κ1)π

{(∫
ΦR

)2

+

(∫
ΦI

)2
}

(3.8)

+ κ0π

{∫
ΦRw

∫
ΦR +

∫
ΦIw

∫
ΦI

}
Note that ∫

w (Φ′′ +Φ) =

∫
Φ (w′′ + w) =

∫
Φ.

Multiplying (3.6, 3.7) w, integrating and eliminating λI therefore yields

λR

{(∫
wΦR

)2

+

(∫
wΦI

)2
}

=

(
1− κ

∫
w2

){∫
ΦRw

∫
ΦR +

∫
ΦIw

∫
ΦI

}
. (3.9)

Eliminate
∫
wΦR

∫
ΦR +

∫
wΦI

∫
ΦI between (3.8) and (3.9) to obtain

λR (A)− κ0πλRB
1(

1− κ
∫
w2
) =

{∫
ΦRL1ΦR +ΦIL1ΦI

}
+ (κ0 − κ− κ1)πA

where

A =

{(∫
ΦR

)2

+

(∫
ΦI

)2
}
, B =

{(∫
ΦRw

)2

+

(∫
ΦIw

)2
}
.

Using the fact that
∫
w2 = 1/κ0, we get

λR

(
A+

4

9π

1

κ− κ0
B

)
=

{∫
ΦRL1ΦR +ΦIL1ΦI

}
+ (κ0 − κ− κ1)πA

Now A,B > 0 whereas the right hand side is always negative when κ > κ0. This shows λR < 0 whenever κ > κ0. ■
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FIG. 5. (a) Competition instability for model (4.10). Here, D = 100, ε = 0.0025, L = 5, and a is gradually decreased according
to a = 20(1 − 10−5t). Dashed lines indicate the asymptotic prediction ac (4.21) for N = 9, 6, and 3 spikes (b) Spike self-
replication. Here, d = 1, L = 1, ε = 0.005. Dashed lines indicate the asymptotic prediction as (4.20) for N = 1/2 and N = 1
spikes. (c-d) Half-spike steady state of (4.10). Here, d = 100, a = 10, ε = 0.01, l = 1. Dashed lines indicate asymptotics (4.11,
4.12, 4.13).

4. SCHANKENBERG MODEL WITH SATURATION

We now perform a similar analysis for the Schnakenberg model with saturation (1.2). After some scalings, we write
it in the form

vt = ε2vxx − v +
v

1 + v
uv, 0 = Duxx + a− uv. (4.10)

We simplified the model assuming k2 is negligible, and further assumed that the plant population changes on a slower
scale than the precipitation in the soil (hence zero instead of ut). We first construct the steady state, then analyse
its stability.

As before, we will assume that u and v decouple in the inner region, and start by constructing a single boundary
spike on domain [0, l] . In the inner region, u is assumed to be nearly constant, and turns out to be very close to 1,
whereas v is large. Setting u(x) ∼ 1+ δ, where δ is a small constant to be determined, the equilibrium for v becomes

0 = ε2vxx + δv + (1 + δ)

(
−1 +

1

1 + v

)
.

Assuming v large we estimate (1 + δ)
(
−1 + 1

1+v

)
∼ −1. We then find, as in §2,

v(x) ∼ 1

δ

{ (
1 + cos

(
x
√
δ
ε

))
, |x| < π ε√

δ

0, |x| > π ε√
δ

(4.11)

To find δ, we integrate
∫ l

0
(a− uv)dx = 0 which yields

δ = ε2/3
( π
al

)2/3
. (4.12)

Stability computation is also very similar to §2. We compute that

u(x) ∼ 1 + δ − a

2D
(x− l)

2
+

a

2D
l2, δ2/3 ≪ x < l (4.13)

so that

u(l) = 1 + δ +
a

2D
l2 ∼ 1 + ε2/3

(π
a

)2/3
l−2/3 +

a

2D
l2.
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The function l → u(l) attains a minimum when

2

3
ε2/3

(π
a

)2/3
l−5/3 = 2

a

2D
l. (4.14)

Solving (4.14) for a, we obtain the stability threshold a = ac given by (4.21). The pattern is unstable if a < ac and
is is stable for a > ac. For large eigenvalues, we linearize around the steady state to obtain the eigenvalue problem

λϕ = ε2ϕxx + ϕ

(
(u− 1)− u

(1 + v)
2

)
+

(
−1 + v +

1

1 + v

)
ψ, 0 = Dψxx − ϕu− ψv. (4.15)

The corresponding NLEP problem is identical to (2.13) but with the following κ :

κ =
1

π
ε−2/3

( π
al

)−2/3

for a single boundary spike on (0, l)

κ =
l2a

D

1

π
ε−2/3

( π
al

)−2/3

for double boundary spike on (0, 2l)

κ =
l2a

D sin2(θ/2)

1

π
ε−2/3

( π
al

)−2/3

, m = 1 . . . N − 1 for N spikes on domain of size 2lN.

As before, the stability boundary corresponds to κ = κ0 = 2
3π . So no surprise here: we have the usual situation

that the small eigenvalues are destabilized before large ones, and therefore (4.21) gives the competition instability
threshold.

Finally, we derive the self-replication thresholds. We rescale,

u(x) = 1 + ε2/3U(y), v(x) =
1

ε2/3
V (y), x = ε2/3y.

We then obtain, at leading order, a coupled core problem

Vyy + V U − 1 = 0, DUyy − V = 0. (4.16)

Similar to (2.21), the inner problem for V (y) is defined for y ∈ [0, R] where R is the inner domain length that is
necessary to solve for through additional constraints

V ′(0) = 0 = U ′(0) and V (R) = V ′(R) = 0. (4.17)

The matching condition is obtained integrating equation for U in (4.16). We have: U ′(R) = 1
D

∫ R

0
V (y)dy ∼

1
D

∫ l

0
v(x)dx. On the other hand, integrating (4.10) we have

∫ L

0
uv ∼

∫ L

0
v = al. We thus obtain the matching

condition

U ′(R) =
al

D
. (4.18)

Together, equations (4.16, 4.17, 4.18) form a closed system that determines V,U as well as R as a function of system
parameters. Next, we further scale to remove R as follows:

y = Rŷ, V = R2V̂ , U =
1

R2
Û , c =

D

R6
.

The resulting system is

V̂ŷŷ + V̂ Û − 1 = 0, cÛŷŷ − V̂ = 0; (4.19a)

V̂ ′(0) = 0 = Û ′(0); V̂ (1) = V̂ ′(1) = 0 (4.19b)

whereas equation (4.18) becomes

Â = Û ′(1)
√
c, where Â =

al√
D
. (4.19c)

For each c, the system (4.19) is solved numerically. Numerically, we find a fold point at Â = Âs = 1.638. This is

illustrated in Figure 3, where we plot Â versus V̂yy(0). The two branches connect a single spike to a double spike
solution and are responsible for self-replication observed in the numerics.

We summarize the results as follows.
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Main Result 4.1. Consider a symmetric N−spike pattern for the model (4.10) on the domain of size L, and let
l = L/(2N). Let

as = D1/2l−1Âmax where Âs ≈ 1.638, (4.20)

ac = D3/5ε2/5l−8/5(2/3)3/5π2/5. (4.21)

When N ≥ 2, the N−spike pattern is stable when a ∈ (ac, as) . Self-replication is triggered when a increases past
as and competition (spike death) is triggered when a decreases past ac. When N = 1, a single spike is stable when
ε≪ a < as.

5. DISCUSSION

We studied the effect of saturation on localized pattern formation for systems (1.1), (1.2). To our knowledge, this
is the first time that the asymptotics and stability of localized patterns have been studied for the Mussel-Algae model
1.1). In contrast to numerous previous studies where the spike have a profile of the form of sech to some power, the
spike studied here has a cosine-type profile (2.10) and leads to novel NLEP problem (3.1).

Our techniques apply to a wide range of reaction-diffusion systems in the presence of saturation. Another example
is a variant of Macarthur–Rosenzweig type model with an Allee effect for the predator, similar to [45]:

Nt = d1Nxx + k1N − k2N
2 − k3NP, Pt = d2Pxx − k4P +

k5P

k6P + k7
NP (5.22)

Here, N and P are populations of prey and predator, respectively. The predator-prey interactions are modulated
by the predator allee effect k5P

k6P+k7
, which allows for spatial pattern formation. It is very similar to the model (1.2)

except that the constant production is replaced by a logistic growth term. This makes the outer problem non-linear.
It would be interesting to study how this changes the dynamics and stability of localized patterns.

There are numerous open questions for future study. These include: spot dynamics, oscillatory instabilities and
construction of stripes and spots in higher dimensions. In two dimensions, we expect the spot profile to be described
by a Bessel J function. It would be interesting to extend the stability analysis of §2.2 to this context. On the other
hand, stable stripe solutions have also been observed in numerical simulations of Mussel-Algae model in 2D when the
drift terms are added to algae [3]. It was shown in [46] that drift can indeed lead to stripe stabilization for classical
Schnakenberg model. It would be interesting to attempt a similar analysis for the Mussel-Algae model.
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